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ABSTRACT 

Mechanical and production industries grapple with escalating challenges towards sustainable practices in the 
age of smart manufacturing. Balancing production efficiency with quality is paramount and achievable through 
parametric optimization. This work focus on CNC turning data to build the machine learning (ML) model. 
Polynomial Regression, Support Vector and Random Forest methods are applied and the best fit method is used 
to develop the model which is used to optimize the variables using Teaching and Learning Based Optimization 
(TLBO) algorithm. The outcome of this work provides tailor-made solutions to enhance the productivity as well 
as quality and useful in industries. 
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1. Introduction 
Smart manufacturing techniques can increase the productivity without compromising the product’s quality. 
Machine Learning, Internet of Things, Big Data Analytics, CNC Machines and Additive Manufacturing 
techniques are emerging technologies [1, 2, 3]. The production level has increased with the use of the aforesaid 
techniques. The industries 4.0 are focusing on the information technologies based on the sensing systems fixed 
with the machines [4]. 
CNC turning is a subtractive manufacturing process that utilizes a computer numerically controlled (CNC) lathe 
to create precise, cylindrical parts. A metal bar stock is secured in a rotating chuck and the CNC program instructs 
a single- point cutting tool to move along various axes and shaping the work piece by subtracting material until 
achieving the desired form. This process allows for the creation of complex features like tapered profiles, 
grooves, and threads, all with high accuracy and repeatability for creating a wide range of components across 
automotive, aerospace, electronics and other industries. 

2. Related work 

Machine Learning (ML) falls under the umbrella of Artificial Intelligence (AI), enabling machines to learn, 
enhance and execute particular tasks and the research is growing vigorously due to the vast amount of data is 
getting accumulated by several industries from production, chemical, health, information technology and 
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manufacturing. ML has become the pillar for performing various tasks [5]. ML algorithms contain three types: 
supervised learning, unsupervised learning and reinforcement learning. In the realm of ML, the process typically 
encompasses stages such as problem definition, data collection, modeling, evaluation, and result interpretation 
[6]. Within smart manufacturing, productivity goals can be met while maintaining product quality by equipping 
machine tools with a variety of controllers and sensors, ensuring specified processing times are adhered to. 
Researchers used various data-driven approaches and continued their research in determining cutting tool wear 
using ML techniques [7, 8, 9, 10, 11], machining quality predicted using ML techniques by combining with 
CNN models [12], fault diagnosis of face milling with ML approach [13], prediction of  WEDM responses using 
unsupervised AI technique [14], predicting tool condition in a high-speed milling process involved employing 
four ML algorithms: ANN, decision trees, naive Bayes, and SVM. Among these, SVM emerged as the most 
effective for prediction [15], responses prediction in laser machining using Alex Net with multi-task learning 
[16], identifying geometric flaws in WEDM involves employing a physics- guided ANN model [17, 18], 
detection of tool breakage in milling process with SVM method [19], prediction of tool condition with data-
driven hybrid ML approach [20], prediction of specific cutting energy using integrated ML technique [21], 
utilization of the ANFIS model is utilized for forecasting machining accuracy and surface quality [22], fault 
detection in the machining process using unsupervised ML approach [23], prediction of machined surface 
roughness with AI approach [24, 25], prediction of residual stresses with AI model [26], optimization of process 
parameters with AI based algorithms [27] and found the processing sequence to minimize the carbon emissions 
using NAGS-II technique [28] is carried out by the researchers. Numerous researchers are actively engaged in 
leveraging extensive datasets to enhance systems through the application of machine learning and artificial 
intelligence techniques. 

3. Methodology 

Various techniques have been applied to different machining processes in the literature and in this work, CNC 
turning operations are performed on round bar stock of Aluminium 7075 grade with the dimensions, 75x33 
mm. This specific grade is chosen due to its widespread applications in tool and manufacturing industries, 
boasting excellent dimensional stability alongside strong wear and abrasion resistance. Experimental 
observations used as ML dataset to develop models. speed (s), feed (f), depth of cut (d) are considered as 
input parameters and surface roughness (Ra) and metal removal rate (MRR) as responses. Polynomial   
regression,   support   vector   regression   and random forest techniques from ML are applied to find the best 
fir technique based on statistical performance. The ML models are employed in the optimization process to 
refine the process parameters using the teaching-learning based optimization (TLBO) algorithm. 

 
Machine learning techniques: Random forest (RF), support vector regression (SVR), and polynomial 
regression (PR) represent diverse paradigms within the realm of machine learning. Random forest, a powerful 
ensemble technique, operates by constructing a multitude of decision trees during training and outputs the mean 
prediction of individual trees for regression tasks. In contrast, support vector regression aims to find the optimal 
hyper-plane that best separates data points while minimizing error, making it adept at handling both linear and 
non-linear relationships in data. Polynomial regression, on the other hand, extends linear regression by 
introducing polynomial terms, effectively capturing non-linearities and interactions, thus offering flexibility in 
modeling complex relationships between variables. Each method possesses distinct strengths, catering to various 
data characteristics and problem domains.Teaching-Learning based optimization (TLBO): TLBO [29] is a 
population-based meta-heuristic algorithm inspired by the teaching-learning process in classrooms. It simulates 
the collaborative nature of learning, with individuals improving through interactions. TLBO iteratively refines 
solutions by imitating the teaching process, facilitating effective exploration and exploitation for optimization 
tasks in diverse domains. The flowchart of TLBO is depicted in Fig. 1, and its popularity stems from its 
simplicity, straightforward implementation, and versatility in addressing diverse problem domains such as in 
engineering, operations research, and other fields seeking efficient optimization techniques. 
 

 
        Fig. 1. Flowchart of TLBO 
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Experimentation and analysis: Experiments are carried out on Sinumerik 8280 CNC Lathe machine for turning 
operations. Surface roughness of machined surface is measured with Mitutoyo SJ-210 roughness tester and 
electronic balance for measuring the weight of material removed. Experiments are conducted with orthogonal 
L25 design matrix and three input variables are considered at five levels. Speed (500,750,1000,1250 and 1500 
RPM), feed (0.5,0.75,1,1.25 and 1.5 mm/rev) and depth of cut (0.1,0.2,0.3,0.4, and 0.5 mm) are chosen to 
analyze output responses, surface roughness and metal removal rate in dry cutting conditions. These 
parameters and their corresponding levels are determined based on the review of literature and 
recommendations from tool manufacturer. Images of experimentation process are presented in Fig. 2. 
Experimental observations as shown in Table 1 are utilized as ML dataset. The features from ML dataset serve 
as inputs for the algorithm to predict the target output. The total number of experiments conducted is 25. The 

dataset is normalized to ensure efficient grading-based learning and numerical stability during the learning 
process with the values scaled to the range of -1 to +1 and this is min-max scaling method. 
RF, SVR and PR techniques are applied to find the best technique to fit the dataset and find the predictive 
model. The accuracy of ML models is assessed with the help of R2, MSE (mean squared error), and MAE (mean 
absolute error) and they are mathematically expressed as follows: 
 

         
 (1) 
 

         
 (2) 
 

         
 (3) 
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ML techniques are implemented using Python and three different split ratios of dataset are considered and they 
are 80:20, 90:10 and 95:05. Dataset is split into train and test datasets and employed to determine the best fit 
technique and the statistical performance of these techniques is provided in the Table 2. 
 

 
2.1. Sinumerik 8280 CNC Lathe machine 

 
   

2.2. Work piece 
2.3. MRR measurement 

2.4. Surface Roughness  
measurement 

Fig. 2. Experimentation images and measurement of responses 
 

Table 1. Experimental observations 

Experiment Speed Feed Depth of cut Ra MRR 
no. (RPM) (mm/min) (mm) (µm) (gm/min) 

1 500 0.50 0.1 0.793 0.773 
2 500 0.75 0.2 0.803 0.136 
3 500 1.00 0.3 0.962 1.329 
4 500 1.25 0.4 1.386 1.445 
5 500 1.50 0.5 1.607 0.809 
6 750 0.50 0.2 1.995 0.298 
7 750 0.75 0.3 1.142 0.187 
8 750 1.00 0.4 1.767 0.433 
9 750 1.25 0.5 1.827 0.645 
10 750 1.50 0.1 1.306 0.345 
11 1000 0.50 0.3 1.043 0.224 
12 1000 0.75 0.4 1.919 0.251 
13 1000 1.00 0.5 1.987 0.524 
14 1000 1.25 0.1 1.189 0.287 
15 1000 1.50 0.2 1.434 0.401 
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16 1250 0.50 0.4 2.362 0.237 
17 1250 0.75 0.5 2.301 0.282 
18 1250 1.00 0.1 1.886 0.161 
19 1250 1.25 0.2 1.959 0.265 
20 1250 1.50 0.3 0.997 0.422 
21 1500 0.50 0.5 1.978 0.283 
22 1500 0.75 0.1 1.862 0.675 
23 1500 1.00 0.2 1.895 0.218 
24 1500 1.25 0.3 2.956 0.344 
25 1500 1.50 0.4 2.989 0.554 

 
 

Table 2. Statistical performance of ML techniques considered 

Method 
Split ratio of the dataset 80:20 

MSE MAE R2 MSE MAE R2 

PR 0.3506 0.4560 0.2958 0.1152 0.2144 -1.6081 
SVR 0.3581 0.5595 0.2806 0.0173 0.1149 0.6064 
RF 0.3107 0.4648 0.3758 0.0158 0.1135 0.6403 

Method 
Split ratio of the dataset 90:10 

MSE MAE R2 MSE MAE R2 
PR 0.1662 0.2684 0.5806 0.1484 0.2434 -2.4318 
SVR 0.2171 0.4654 0.4523 0.0264 0.1447 0.3889 
RF 0.1366 0.3100 0.6553 0.0034 0.0553 0.9213 

Method 
Split ratio of the dataset 95:05 

MSE MAE R2 MSE MAE R2 

PR 0.0027 0.0519 0.9516 0.0011 0.0325 0.9677 
SVR 0.2418 0.4895 -3.3059 0.0127 0.0973 0.6134 
RF 0.0366 0.1912 0.3483 0.0085 0.0925 0.7391 

 

It is observed from Table 2 that PR is best suited technique for the given dataset as R-squared values for Ra 
and MRR are found to be more than 95% and the errors are also found to be minimum. Therefore, PR with split 
ratio 95:05 is applied to develop the ML models. 
 
 
Regression analysis: PR is applied to the experimental data on output responses and the analysis is carried out. 
The regression coefficients for individual variables and interactions are generated. It is observed from table 
2 that the value of R-Square obtained as 0.9516 for Ra and 0.9677 for MRR which represents and fits the data 
95.16% and 96.77% respectively and the corresponding ML models for responses are formed as given in (4) 
and (5). 
 
Ra = 0.3799 + 0.00039s – 0.1951f – 1.4964d + 0.0000001185s2 + 0.00053sf +  
         0.00005631sd – 0.318f2  + 1.4715fd + 2.7384d2                                                               (4) 
 
MRR = 1.3394 – 0.002723s + 0.5165f + 0.8162d + 0.0000014s2 – 0.00024sf –  
            0.00076sd – 0.1129f2 + 0.4743fd – 0.2731d2                                                                 (5) 
 
Optimization of turning process parameters: Equations (4) and (5) are utilized for the process of optimization 
using TLBO which require only two parameters, namely, population size and number of iterations. TLBO is 
implemented in Python code with population size as 50 and number of iterations as 100. The output responses 
considered are Ra which is to be minimized whereas MRR is to be maximized and a conflict exists between 
the output responses. Therefore, the optimization problems are formulated as single response as well as multi-
response optimization problems. 
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4. Results and discussion 

Before applying the ML techniques, the data set is checked whether it is normally distributed and the normal 
probability graphs for Ra and MRR  are plotted and are depicted in Fig. 3. 

 
 
 
 
 
 
 

 
 
 
 
 

Fig. 3. Normal Probability plots for MRR and Ra 
 
Statistical test parameters are used to validate the obtained models. Three performance metrics are employed 
to develop and compare the predictive capacity of the ML models as given in table 2. R2 values for the two 
output parameters are found to be more than 95% for the split of dataset at 95:05 signifies that those models are 
suitable for predicting the machining parameters. Therefore, the ML models are validated and suitable for 
predicting the output responses. Further, residual graphs are plotted which display all the residuals are equally 
distributed as shown in Fig. 4. Mathematical relationships between input parameters and responses are 
established by applying PR and ML models utilized as the objective functions in the optimization process. 
Optimization of output responses Ra and MRR is carried out as single objective optimization problems. The 
corresponding convergence plots are drawn and presented in Fig. 5 and 6. 
 

It is observed from Fig. 5 and 6 that output responses Ra and MRR have converged at 45th iteration and 38th 
iteration respectively. Further, both the responses, Ra and MRR are considered as multi-response optimization 
problem with equal weights and convergence plot is drawn and presented in Fig. 7. It is noted that the objective 
function converges by 9th iteration and is constant up to 100 iterations. A few optimized solutions of multi-
response optimization are presented in the Table 6. 
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Fig. 4. Residual graphs for output responses 
 
 

                Fig. 5. Convergence plot of Ra          Fig. 6. Convergence plot of MRR 
 

                              
                   Fig. 7. Convergence plot of multi-response objective function 
 
 

Table 6. A few optimized solutions 

S. No. 
Speed 
(RPM) 

Feed 
 (mm/rev) 

Depth of cut 
(mm) 

  Ra 
(µm) 

MRR 
(gm/min) 

1 500 0.5 0.1 1.016 0.319 
2 500 0.5 0.5 1.392 0.404 
3 1500 1.5 0.1 2.015 0.404 
4 1500 0.5 0.5 2.302 0.561 
5 1500 1.5 0.5 3.002 0.764 

 

5. Conclusion 

This study focuses on employing machine learning (ML) for modeling and optimizing parameters in CNC 
turning process. Three techniques—PR, SVR and RF are tested to determine the most suitable. PR emerges as 
the optimal choice and it is then utilized to model input and output parameters, while ML aids optimization using 
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Teaching- Learning-Based Optimization (TLBO). Surface roughness and metal removal rate are individually 
optimized, as well as a combined objective function. This framework is customizable, generating multiple 
feasible solutions applicable to the shop floor. Furthermore, it may be adaptable to various aluminum alloys, 
offering significant potential for enhancing the product quality of the machining industry. 
 

References 

[1] Zhang, Z., Shi, J., Yu, T., Santomauro, A., Gordon, A., Gou, J., & Wu, D., “Predicting exural strength 
of additively manufactured continuous carbon fiber reinforced polymer composites using machine learnin,” 
Journal of Computing and Information Science in Engineering, 20 (6), 061015, 2020. 

[2] Akhil, V., Raghav, G., Arunachalam, N., & Srinivas, D., “Image data-based surface texture 
characterization and prediction using machine learning approaches for additive manufacturing,” Journal of 
Computing and Information Science in Engineering, 20 (2), 021010, 2020. 

[3] Mishra, A. A., Mukhopadhaya, J., Alonso, J., & Iaccarino, G., “Design exploration and optimization under 
uncertainty,” Physics of Fluids, 32 (8), 085106, 2020. 

[4] Bricher, D., & Muller, A., “A supervised machine learning approach for intelligent process automation in 
container logistics,” Journal of Computing and Information Science in Engineering, 20 (3), 2020. 

[5] Nagargoje, A., Kankar, P. K., Jain, P. K., & Tandon, P., “Performance evaluation of the data clustering 
techniques and cluster validity indices for efficient tool path development for incremental sheet forming,” 
Journal of Computing and Information Science in Engineering, 21 (3), 031001, 2021. 

[6] Panda, J., & Warrior, H., “Evaluation of machine learning algorithms for predictive reynolds stress 
transport modeling,” Acta Mechanica Sinica, 2022. 

[7] Kothuru, A., Nooka, S. P., & Liu, R., “Application of audible sound signals for tool wear monitoring using 
machine learning techniques in end milling,” The International Journal of Advanced Manufacturing Technology, 
95 (9), 3797-3808, 2018. 

[8] Parwal, V., & Rout, B., “Machine learning based approach for process supervision to predict tool wear 
during machining,”. Procedia CIRP, 98 , 133-138, 2021. 

[9] Gouarir, A., Mart nez-Arellano, G., Terrazas, G., Benardos, P., & Ratchev, S., “In-process tool wear 
prediction system based on machine learning techniques and force analysis,” Procedia CIRP, 77, 501-504, 2018. 

[10] Wu, D., Jennings, C., Terpenny, J., Gao, R. X., & Kumara, S., “A comparative study on machine 
learning algorithms for smart manufacturing: tool wear prediction using random forests,” Journal of 
Manufacturing Science and Engineering, 139 (7), 2017. 

[11] Cheng, M., Jiao, L., Shi, X., Wang, X., Yan, P., & Li, Y., “An intelligent prediction model of  the tool 
wear based on machine learning in turning high strength steel,” Proceedings of the Institution of Mechanical 
Engineers, Part B: Journal of Engineering Manufacture, 234 (13), 1580-1597, 2020. 

[12] Carrino, S., Guerne, J., Dreyer, J., Ghorbel, H., Schorderet, A., & Montavon, R., “Machining quality 
prediction using acoustic sensors and machine learning,” In Multidisciplinary digital publishing institute 
proceedings, Vol. 63, p. 31, 2020. 

[13] Madhusudana, C., Budati, S., Gangadhar, N., Kumar, H., & Narendranath, S., “Fault diagnosis 
studies of face milling cutter using machine learning approach,” Journal of Low Frequency Noise, Vibration 
and Active Control , 35 (2), 128-138, 2016. 

[14] Wang, J., Li, Y., Zhao, R., & Gao, R. X., “Physics guided neural network for machining tool wear 
prediction,” Journal of Manufacturing Systems, 57 , 298-310, 2020. 

[15] Krishnakumar, P., Rameshkumar, K., & Ramachandran, K., “Machine learning based tool condition 
classi_cation using acoustic emission and vibration data in high speed milling process using wavelet features,” 
Intelligent Decision Technologies, 12 (2), 265- 282, 2018. 

[16] Zhang, Q., Wang, Z., Wang, B., Ohsawa, Y., & Hayashi, T., “Feature extraction of laser machining data 
by using deep multi-task learning,” Information, 11 (8), 378, 2020. 

[17] Wang, J., S_anchez, J., Iturrioz, J., & Ayesta, I., “Artificial intelligence for advanced non-conventional 
machining processes,” Procedia Manufacturing, 41, 453-459, 2019. 



  D.V.S.S.S.V. Prasad,  T. Prabhakara Rao, S. Rama Sri, K. Swaroopa, A. Vanathi 
 

Library Progress International| Vol.44 No.3 | Jul-Dec 2024                                                               4938 

[18] Shukla, S. K., & Priyadarshini, A., “Application of machine learning techniques for multi objective 
optimization of response variables in wire cut electro discharge machining operation,” In Materials science 
forum, Vol. 969, pp. 800-806, 2019. 

[19] Cho, S., Asfour, S., Onar, A., & Kaundinya, N., “Tool breakage detection using support vector machine 
learning in a milling process,” International Journal of Machine Tools and Manufacture, 45 (3), 241-249, 2005. 

[20] Wang, P., Liu, Z., Gao, R. X., & Guo, Y., “Heterogeneous data- driven hybrid machine learning for tool 
condition prognosis,” CIRP Annals, 68 (1), 455-458, 2019. 

[21] Liu, R., Kothuru, A., & Zhang, S., “Calibration-based tool condition monitoring for repetitive machining 
operations,” Journal of Manufacturing Systems, 54 , 285-293, 2020. 

[22] Chiu, H.-W., & Lee, C.H., “Prediction of machining accuracy and surface quality for CNC machine tools 
using data driven approach,” Advances in Engineering Software, 114 , 246-257, 2017. 

[23] McLeay, T., Turner, M. S., & Worden, K., “A novel approach to machining process fault detection using 
unsupervised learning,”. Proceedings of the Institution of Mechanical Engineers, Part B: Journal of Engineering 
Manufacture, 0954405420937556, 2020. 

[24] Fang, N., Pai, P. S., & Edwards, N., “Neural network modeling and prediction of surface roughness in 
machining aluminum alloys,” Journal of Computer and Communications, 4 (5), 1-9, 2016. 

[25] Ulas, M., Aydur, O., Gurgenc, T., & Ozel, C., “Surface roughness prediction of machined aluminum 
alloy with wire electrical discharge machining by different machine learning algorithms,” Journal of Materials 
Research and Technology, 9 (6), 12512-12524, 2020. 

[26] Elsheikh, A. H., Muthuramalingam, T., Shanmugan, S., Ibrahim, A., M. M., Ramesh, B., Khoshaim, A. 
B., Sathyamurthy, R., “Fine-tuned arti_cial intelligence model using pigeon optimizer for prediction of residual 
stresses during turning of Inconel 718,” Journal of Materials Research and Technology, 15 , 3622-3634, 2021. 

[27] Shastri, A., Nargundkar, A., Kulkarni, A. J., & Benedicenti, L., “Optimization of process parameters for 
turning of titanium alloy (grade II) in MQL environment using multi-ci algorithm,” SN Applied Sciences, 3 
(2), 1-12, 2021. 

[28] Tian, C., Zhou, G., Lu, F., Chen, Z., & Zou, L., “An integrated multi-objective optimization approach to 
determine the optimal feature processing sequence and cutting parameters for carbon emissions savings of cnc 
machining,” International Journal of Computer Integrated Manufacturing, 33 (6), 609-625, 2020. 

[29] R.V. Rao, V.J. Savsani, D.P. Vakharia, “Teaching–learning-based optimization: A novel method for 
constrained mechanical design optimization problems,” Computer-Aided Design, 43(3), 303-315, 2011. 
 
 
 
 


