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Abstract  
House-tree-person test (HTP) is a projected mental health test based on images. The image data set of the HTP is 
the basis of intelligent detection and analysis of HTP images. Although HTP is widely used, there are few general 
data sets. To this end, this study collected images in three ways: Internet download, book scanning, and reality 
drawing, obtaining thousands of digital images of the HTP. Then, the house, tree and person elements in each 
image were segmented to form four image data sets of the integral, house, tree and person. Therefore, according 
to the rules, the elements and features of the house, tree and person are individually calibrated, and the 
experimental data are divided. Finally, the YOLO target- detection model was used for the experiment, and the 
detection precision of the four data sets under different quantities was analyzed and compared. The experimental 
results showed that the average detection precision were equal to 0.828, 0.897, 0.700, and 0.734, respectively. 
The universality and stability of the HTP image data set were verified under objective indices. 
 
Objective: House-tree-person test (HTP) is a projected mental health test based on images. The image data set of 
the HTP is the basis of intelligent detection and analysis of HTP images. Although HTP is widely used, there are 
few general data sets. 
 
Theoretical framework: To this end, this study collected images in three ways: Internet download, book 
scanning, and reality drawing, obtaining thousands of digital images of the HTP. Then, the house, tree and person 
elements in each image were segmented to form four image data sets of the integral, house, tree and person. 
 
Method: Therefore, according to the rules, the elements and features of the house, tree and person are individually 
calibrated, and the experimental data are divided. Finally, the YOLO target- detection model was used for the 
experiment, and the detection precision of the four data sets under different quantities was analyzed and compared. 
 
Results and Conclusion: The experimental results showed that the average detection precision were equal to 
0.828, 0.897, 0.700, and 0.734, respectively. The universality and stability of the HTP image data set were verified 
under objective indices. 
 

Keywords：House-tree-person Test(HTP), YOLO, Image Data Set, Evaluation Indicators 

 
1 Introduction 

In 1948, Buck proposed the house-tree-person test (HTP) by drawing the elements of house, tree and 
person on three sheets of paper (BUCK,1948). Later, it was improved by Robert Burns to present the three 
elements of "house, tree and person" on a sheet of paper (Wang et al.,1998; Lee,2019). HTP has the characteristics 
of initiative, construction and non-verbal to avoid the distortion of the response content in the verbal process. 
Further, we understand the personality characteristics of the test more specifically and capture indescribable 
psychological conflict. Furthermore, the test can be repeated even if repeated testing does not result in practical 
effects, and it is easy to follow up. Thus, HTP has been widely used in practice and extensively studied in theory 
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(Zubala et al.,2021). The HTP conducts psychological analysis and diagnosis based on the contents, styles and 
details of the house, tree, person and other paintings drawn by the subjects. It is often combined with other 
psychological tests, clinical interviews, observations and other information to conduct a comprehensive 
assessment of the subjects' mental states, personality characteristics, emotions and cognitive functions. It is also 
an important means of mediating, treating and correcting the relationship between subjects and their surroundings. 
However, owing to the differences in the expression techniques of factors, the number of detection factors is large, 
and professionals need to invest a lot of manpower and time in the analysis and diagnosis of HTP (Amini et 
al.,2013; Sheng t al.,2019; Guo et al.,2022). Therefore, there is an urgent need to introduce artificial intelligence 
technology to reduce input costs, improve the objectivity, precision and accuracy of results, and deepen research 
on tracking and observation. 

The image data set of HTP is the basis of the training, testing model and algorithm of artificial intelligence 
detection technology in HTP. Without relevant data sets, experiments cannot be conducted, let alone effective 
results analysis. Although a large number of published studies have shown that HTP images have been widely 
used in psychological analysis and diagnosis for different ages, regions, and environments, there are few public 
or downloadable universal HTP data sets. However, in the HTP, there are no specific instructions or requirements 
for the limitations of the house, tree, and person depicted by the subjects. The psychological analysis and diagnosis 
of HTP rely on the integration of various elements such as parts, proportions, structure, and positioning within the 
image. Therefore, the assessment criteria for HTP involve examination of the whole and its constituent parts as 
detection factors. These factors served as key indicators of the evaluation process. In fact, according to their own 
opinions or experiences from the environment, the subjects have different information about the size and type of 
house, the species and age of the tree, and the gender and behavior of the person (Liu et al.,2020). Therefore, the 
different performances of the three elements of house, tree and person form a variety of test images. Found two 
prominent phenomena in a single document or book in HTP (Cho et al.,2021; Chen et al.,2019): first, single and 
rare images are very scarce and limited for the establishment of data sets; second, the presence of noise and low 
resolution in the image will cause serious interference and influence artificial intelligence detection technology 
(Deshpande & Rao,2017; Greenwald et al.,2022). Therefore, it is necessary to collect and process existing HTP 
images using multiple channels (Zhao et al.,2020). First HTP images can be obtained from the Internet, related 
books and psychological consultations, and the images can be converted into digital images by downloading and 
scanning. At the same time, the operation manual of the HTP points out that the three elements and features of 
the house, tree and person are important analysis factors (Lin et al.,2022). For the confusion problem that is easily 
concentrated in the same image, the image segmentation principle and method are used to segment the elements 
to form an independent image data set of elements. In addition, supervised model training for target detection 
(Zou et al.,2023) is conducive to tracking and analysis. The target detection objects are labeled individually 
through annotation tools and principles (Saeed et al.,2020), and the annotation file of the HTP is generated. 
Finally, objective evaluation indices were used to analyze and compare the experimental results of target detection, 
to verify its effectiveness. Through these processes, an image data set of the HTP with diverse elements and 
features can be effectively constructed. Therefore, in addition to filling the gap in the current research field, these 
studies also aimed to explore the image data set. 

Universally shared data sets must be represented by diversity, precision and robustness during detection 
(Wang et al.,2022). The data sets of universal exploration can compare results with each other, exchange 
experiences and techniques, and promote the application of artificial intelligence technology not only in the field 
of psychology and neurology (Guo et al.,2021; Schwartz, 2018), but also the practical application and in-depth 
development in the field of HTP. Therefore, it is particularly urgent and important to construct a high-quality 
image data set for HTP. First, the quality and quantity of the image data sets directly affect the performance and 
precision of the model. Whether the data set can provide a diverse and representative sample to determine whether 
the model can be generalized to a variety of scenes and complex images. Large and diverse data sets require longer 
training and testing times, often improving model performance, and sometimes overfitting can occur. Therefore, 
only a properly scaled dataset can enhance the accuracy and reliability of the model, while simultaneously 
minimizing the risks of overfitting and underfitting.  

You Only Look Once (YOLO) is renowned for its rapid and efficient object detection algorithm, which 
features strong real time capabilities, a singular forward pass, and global information fusion advantages (Wang et 
al.,2023). In the domain of image detection, this algorithm processes images swiftly and efficiently (Jiang et 
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al.,2022), achieving instantaneous and accurate detection results. Its distinctive characteristic lies in employing a 
singular forward pass, enabling the algorithm to promptly capture elements and features within the image, thereby 
mitigating the likelihood of false positives and negatives. Moreover, YOLO exhibits pronounced robustness, 
ensuring stable operation across diverse environments and further enhancing the reliability of detection. 
Consequently, the integration of YOLO with HTP image detection contributes to increase precision and real-time 
capabilities of HTP image detection. Simultaneously, it provides robust support for broader implementation of 
artificial intelligence technologies in various scenarios. 
2 Proposed Methods 
2.1 Data set construction process 

The initial data set of the HTP images was obtained through multiple methods. Following pre-processing 
operations, including deletion and cleaning, the images within the data set were segmented. Subsequently, the 
factors and features of house, tree, and person were labeled to establish a high-quality and effective experimental 
data set of HTP images, as illustrated in Figure 1. 
Figure 1 
Flow chart of HTP data set construction 

 
2.2 METHOD OF OBTAINING AND COMPOSITION OF DATA SET 

To address the absence of a universal HTP data set, the solution involved integration and segmentation. 
Through the collection of images from various sources, the HTP image data set is formed by combining different 
numbers of sub-datasets. This method outlines the procedure for acquiring a sub-dataset. Specifically, the overall 
data set D consists of m sub-datasets, each sub-dataset N which comprises number is j, and every HTP image is I. 
Here, D, m, N, j ∈R. The formula for N and D are as follows: 

                              N = ൛𝐼ଵ, 𝐼ଶ, 𝐼ଷ, ⋯ , 𝐼௝ൟ                                                       （1） 

                              D = {Nଵ, Nଶ, 𝑁ଷ, ⋯ , N୫}                                                 （2） 

Through an in-depth examination of current HTP images, the findings are primarily grouped into three 
categories: existing HTP images related to the author's theme in officially published books and literature, informal 
and scattered images on the Internet that align with HTP, and images collected by psychological counseling for 
HTP. After pre-processing operations such as denoising, deletion, and cleansing, three sub-data sets were 
constructed. Consequently, the total number of images encompassed by the data set used in this study was as 
follows: 

                                 D௧௢௧௔௟ = {𝑁ଵ, Nଶ, Nଷ} = ∑ 𝑁௠
ଷ
௠ୀଵ                                 （3） 

 



    Min Wan 

Library Progress International| Vol.44 No.3 | Jul-Dec 2024                                                               5776 
 

2.3 Image segmentation in HTP 
Image segmentation refers to the technology and process of dividing an image into several specific and 

unique regions and extracting the object of interest. It is segmented by detecting the edge of different regions. The 
edge usually represents the dividing line between different regions in the image. Often refers to the location of the 
change of the gray value of the image, such as the edge of the object, the texture, etc. Based on the coordinate 
transformation and cropping technology in image processing, the size and position of the rectangular box can be 
determined through the coordinates of the upper left and lower right corner. Then the required image area can be 
intercepted. So, the formula is as follows: 

                               𝑆 = {(x, y)|xଵ ≤ x ≤ xଶ, yଵ ≤ y ≤ yଶ}                         （4） 

where (x,y) represents the size of the segment in the image, x1 and y1 are the coordinates in the upper left 
corner of the rectangular box, and x2 and y2 represent the coordinates in the lower right corner of the rectangular 
box. Using this formula, the desired image area can be accurately captured. 

In this study, the image data set of the HTP was designed, and the sub-data set of house, tree and person 
were constructed by image segmentation of houses, trees and persons. There is:    

                             𝐷ு்௉ = 𝐷௛௧௣ + 𝐷௛ + 𝐷௧ + 𝐷௣                                         （5） 

Where DHTP   is the image data set of HTP, Dhtp, Dh, Dt, Dp are the segmented image data sets of the 
integral, house, tree and person, respectively. 
2.4 Annotating of elements and features 

Data annotation is the process of using AI image detection tools to label text or images in images as 
specific categories, targets, or attributes (Bouchakwa et al.,2020). There are c classes in the image that have B 
labels. Thus, one class is Classc, and the label Number is Qa. The formula for label number B is as follows: 

                            B = ∑ Classଵ +
୕ଵ
୯ୀଵ ⋯ + ∑ Classୡ

୕ୟ
୯ୀଵ                        （6） 

In the HTP image, this paper designed to label the three elements and their features of  "room", "tree" 
and "person". Specific areas where the three features of "feature 1", "feature 2" and "feature 3" are located. 
Therefore, the total number of data annotation labels in this study is: 

 B௧௢௧௔௟ = ∑ ∑ ∑ 𝐶𝑙𝑎𝑠𝑠௜௤
௝ଷ

௤ୀଵ
ଷ
୧ୀଵ

஽೟೚೟ೌ೗
୨ୀଵ              （7） 

The first layer is to loop j through all the images; The second layer is a loop i traversing the three elements 
of each image: house, tree and person; The innermost loop q traverses the 3 features of each element. 
1.5 Evaluation indicators of data set detection 

In the target detection model, the evaluation indexes of data set detection mainly include the precision 
rate P, recall rate R, which expressed by the following formula: 

𝑃 =
்௉

்௉ାி௉
                                    （8） 

   𝑅 =
்௉

்௉ାிே
                               （9） 

where true positives (TP) indicate the number of samples correctly detected, false positives (FP) indicate 
the number of samples incorrectly detected, and false negatives (FN) indicate the number of samples not detected. 
Therefore, the average precision (AP) and mean average precision (mAP). 

        𝐴𝑃 = ∫ 𝑝(𝑟)𝑑𝑟
ଵ

଴
                      （10） 

Where p stands for precision, r stands for recall, and p is an integral function that takes r as an argument. 

                                        𝑚𝐴𝑃 =
ଵ

ே
∑ 𝐴𝑃௜

ே
௜ୀଵ                                 （11） 

where AP reflects the prediction precision of each category c, and mAP is the average AP of all classes. 
The higher the mAP value, the better the detection effect of the object detection model on a given data set. 

Another important metric was the confusion matrix. This shows the performance of the classifier for each 
category. The prediction classification of the model was compared with the actual classification of the example; 
thus, the precision or recall of the classification model was analyzed. Shown in Figure 2. 
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Figure 2   
Confusion matrix of bi-classification and multi-classification 

 
True Negatives (TN) occur when the true value is negative, and the model correctly predicts a negative 

outcome. Each row in the matrix represents the predicted class of the instance and each column represents the true 
class of the instance. 
 
3 Experimental 
3.1 Environment of data set experiment 

Memory: 32G RAM; graphics card: GTX 1080ti 11G and RTX A5000 24G,Win11 64-bit; software: 
Python 3.9.7, Torch 1.10.1+cu113,Photoshop; labelImg for label calibration, YOLO v7.  
3.2 Obtained Method and Pre-processing 
Table 1  
Overall image data set acquisition method of HTP 

Acquisition 
mode 

Specific information 

Web 
download 

Browser: Baidu; Search keywords: house-tree-person or house-tree-person drawing. 

Book 
scanning 

a. Pictorial psychological analysis of HTP in the field of management; 
b. Application manual of drawing psychology for middle school students; 
c. One Drawing, One World - Perspective of college students' painting psychological 
counseling cases; 
d. Theory and practice of painting psychoanalysis and therapy; 
e. Psychological drawing of college students. 

Reality 
drawing 

Organizer: Consultant, assistant; Instruction: Recording MP4, text description and on-site 
instruction; Collection: 825 people from 11 groups. 

From Table 1, the Internet download is searched in the Baidu image library with "HTP or HTP drawings" 
as the keyword. The book scan covers five books related to the HTP. In reality painting, 825 participants from 11 
groups were instructed to draw on the theme of the HTP in various ways. 
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Convert all collected images into digital images in .jpg or .png format. Subsequently, if the test does not 
conform to the HTP or the resolution is less than 10KB, it will be eliminated, duplicates will be deleted, and the 
work of auditing, naming, sorting and review will be carried out to constitute the experimental data set, as shown 
in Figure 3.  
Figure 3   
Compare image quantity before and after processing with different obtaining methods 

 
Number of images obtained by different methods and the specific number of controls before and after 

processing. The experimental data sets after pre-treatment were all smaller than the initial data sets before 
processing. The proportion of control between the experimental data sets with different obtained methods and the 
initial data sets is significantly different. For example, the proportion of data downloaded from the Internet was 
the smallest, only 70.37%; The data of real scene drawing accounted for the largest proportion, as high as 97.09%, 
and the gap was 26.72%. The retention ratio for the three acquisition methods was 89.82%. Results analysis: Many 
irrelevant and low-resolution images appeared on the Internet download mode of keyword search, while a high 
repetition rate appeared in the book scan mode, and the participating groups performed well in understanding the 
guide language, showing high effectiveness. 
3.3 Image segmentation of HTP 

 The experimental data set is the whole image of the HTP, and it is necessary to train the detailed features 
of the elements in the feature detection of the house, tree and person. Therefore, in the overall image, according 
to the categories of house, tree and person, Photoshop was used to divide the image into house, tree and person. 
Specific data are presented in Table 2. 
Table 2    
Segmentation of HTP images  

Serial 
number 

Data set Image quantity

（page） 

Main purpose 

1 Integral 
graph 

1217 Focus on the elements of house-tree-person in the overall 
image 

2 house graph 1182 Focus on the feature details of the house in the image 

3 Tree graph 1162 Focus on the feature details of the trees in the image 

4 person graph 889 Focus on the details of the features of the people in the image 
From Table 2, in the data set, the maximum number of integral was 1217, and the minimum number of person 

was 889. In the person figure, owing to some mismatches, unclear and complete situations, 309 matches and 
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cartoons were eliminated according to the data requirements of the target detection model. The segmentation 
process is illustrated in Figure 4.  
Figure 4 
Image data set of HTP from left to right graphs: integral, house , tree and person 

 
The four data sets in Table 2 are a comprehensive sample image data set of the HTP, which covers images 

of different themes and scenes and provides the basis for intelligent detection experiments. 
3.4  Annotation of HTP images 

Image annotation is to identify the target in the image, and label the location and category of the target 
in the area. In this paper, LabelImg software was used to select the house, tree and person elements in all sample 
data sets and the three features contained in them with rectangular envelope boxes, and the category sequence 
numbers were 0, 1 and 2. And the above location envelope information and category serial number and category 
information are written into the label text in turn. This process builds a training data set that conforms to the 
appropriate format for YOLO target detection. The quantity, serial number, category name and other information 
specified are shown in Table 3. 
Table 3   
Annotated information for each HTP image data set 

Data set Serial number 0 Serial 
number 1 

Serial 
number 2 

Label serial number and name 

Integral  1283 1475 1612 0: house，1: tree，   2: person 

house  1252 1051 2032 0: roof，  1: window， 2: door 

tree 2812 2666 516 0: crown，1: trunk，   2: root 

person 751 882 858 0: facial， 1: hand，   2: limb 

From Table 3, in the entire graph data set, serial numbers 0, 1 and 2 represent house, tree and person 
respectively, with a total of 4370 annotations. The number of labels was 1283 for house, 1475 for tree and 1612 
for person. In the house data set, serial numbers 0, 1 and 2 represent the roof, window and door, respectively, with 
4335 annotations. The number of labels is 1252 for the roofs, 1051 for windows and 2032 for doors. In the tree 
data set, serial numbers 0, 1 and 2 correspond to the crown, trunk and root, respectively, with 5994 annotations. 
Crowns had the highest number of annotations 2812, trunks had 2666, and roots had 516. In the person data set, 
serial numbers 0, 1 and 2 represent facial, hand and limb, respectively, with a total of 2491 annotations. The 
number of facial labels was 751, hands had 882 and limbs had 858. The number of labels ranged from 516 to 
2812, once again verifying the rich diversity of house-tree-person elements and their features. 
3.5 Division of experimental data of  data sets 

The HTP image data set and four sub-data sets were divided into training, verification and test sets at a 
ratio of 8:1:1. The integral, the house, the tree and the person were tested by gradually increasing the amount of 
image data. 200, 500, 700 and 100% were selected successively for different numbers of experiments. 

Experiments were conducted with the same value for each data set, ensuring that each data set has 
sufficient data for training, verification and testing in the experiment, which helps to ensure the fairness and 
comparability of the experiment. At the same time, the experiment of selecting all data in factor data sets with 
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different amounts of data is helpful to verify the generalization ability of each data set with diverse analysis. 
4 Result 

In this section, the experimental verification, results analysis and comparison are carried out according 
to the experimental preparation of the HTP data set in Section 2.  
4.1 Longitudinal analysis and comparison of data sets 

HTP, HTP-h, HTP-t and HTP-p are used to represent four different categories of integral, house, tree and 
person, respectively, and HTP-class-quantity represents different selection quantities of images of different 
categories. 
4.1.1 Analysis and comparison of 4 experiments of integral data set 

From Table 2 and 3, 200, 500, 700 and 1217 images and their annotated information in the integral data 
set were selected for the experiments and the respective precision results of different value scales were obtained. 
 Table 4  
Analysis and comparison of 4 experiments of the integral data set 

From Table 4:(a) Impact of data size and average precision: When the data is increased from 200 to 500, 
the average precision of the model is increased from 0.782 to 0.830. This indicates that when the data volume is 
small, increasing the data volume can significantly improve the generalization ability of the model. However, 
when the data were increased from 500 to 700, the average precision decreased slightly, from 0.830 to 0.822. This 
is because the new data introduce more noise or diversity, making it difficult for the model to learn a more accurate 
classification boundary. When the data were further increased to 1217, the average precision of the model was 
significantly improved, reaching 0.876. This shows that when the amount of data is sufficiently large, the model 
can learn more accurate and comprehensive feature representation from more samples, thus improving the 
classification precision. (b) Precision changes of different categories: "For house" and "tree" categories, the 
precision fluctuates with the increase of data volume, however the overall trend is rising. This is because the 
model can learn more about the features and patterns of the house using a larger amount of data. For the "person" 
category, the precision remains basically stable with the increase in data volume. This means that, in a small 
amount of data, the model is already able to identify the characteristics of a person. 

The experiment also obtained confusion matrix of 200,500,700 and 1217, as shown in Figure 5.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Serial number House（mAP） tree（mAP） person（mAP） Triad average 

（mAP） 

HTP-200 0.855 0.618 0.874 0.782 

HTP-500 0.975 0.667 0.849 0.830 

HTP-700 0.958 0.658 0.849 0.822 

HTP-1217 0.883 0.861 0.883 0.876 
Four average 0.918 0.701 0.864 0.828 
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Figure 5     
Integral experiment of confusion matrix

 
 
4.1.2 Analysis and comparison of 4 experiments of house dataset 

From Table 2 and 3, 200, 500, 700 and 1182 images and their annotated information in the house data 
set were selected for the experiments, and the respective precision results of different value scales were obtained. 
 Table 5   
Analysis and comparison of four experiments in house data set 

From Table 5: (a) Influence of data size and average precision: When the amount of data increased from 
200 to 500, the average precision of the model increased from 0.821 to 0.943. This indicates that when the data 
volume is small, increasing the data volume can significantly improve the generalization ability of the model. 
However, when the data were increased from 500 to 700, the average precision decreased slightly, from 0.943 to 
0.930. This is because the new data introduce more noise or diversity, making it difficult for the model to learn a 
more accurate classification boundary. When the data were further increased to 1182, the average precision of the 
model was significantly improved, reaching 0.894. This shows that when the amount of data is sufficiently large, 
the model can learn more accurate and comprehensive feature representations from more samples, thus improving 
the classification precision. (b) Precision changes of different categories: For the "roof" category, the precision 
fluctuates with the increase in data volume; however the overall trend is increasing. This is because the model can 
learn more about the characteristics and patterns of the roof using a larger amount of data. For the "door" category, 
there was a significant improvement in precision as the amount of data increased. In particular, for data volume 
of 1182 images, the precision reached 0.908. This shows that increasing the amount of data is very helpful for 
improving the recognition of the model on the "door" category. For the "windows" category, precision first 
increases and then decreases as the amount of data increases. This is because as the data grows, some specific 
types of window samples dominate, leading to a decline in the identification precision of other types of Windows. 

Concurrently, the experiment also obtained confusion matrix of 200,500,700 and 1182, as shown in 

Serial number roof（mAP） door（mAP） windows（mAP） Triad average 

（mAP） 

HTP-h-200 0.741 0.860 0.860 0.821 

HTP-h-500 0.937 0.938 0.955 0.943 

HTP-h-700 0.933 0.926 0.931 0.930 

HTP-h-1182 0.932 0.908 0.843 0.894 
Four average 0.886 0.908 0.897 0.897 
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Figure 6.   
Figure 6    
House experiment of confusion matrix 

 
4.1.3 Analysis and comparison of 4 experiments on tree data set 

From Table 2 and 3, 200, 500, 700 and 1162 images and their annotated information in the tree data set 
were selected for the experiments, and the respective precision results of different value scales were obtained. 
Table 6   
Analysis and comparison of 4 experiments in tree data set 

From Table 6:(a) Influence of data volume on average precision: With the increase in data volume from 
200 to 1162, the average precision of the model steadily improves, and the average precision significantly 
increases from 0.406 to 0.886. This trend shows that the performance of the model continued to improve as more 
training samples were provided. This is because a larger amount of data contains more features and variations, 
which helps the model to learn and generalize better. (b) The variation of precision of various categories: For 
"crown" and "trunk" categories, the precision continues to improve with the increase of data volume, the former 
from 0.717 to 0.929, and the latter from 0.502 to 0.949. This shows that the model can capture more features and 
patterns about "crown" and "trunk" in a larger amount of data. For the "root" category, although the precision 
increased from 0.000 to 0.780, it is a smaller improvement compared to the other two categories. This is because 
the "root" category has greater diversity or complexity in some datasets, making it difficult for the model to 
identify precisely. 

Serial number crown（mAP） trunk（mAP） root（mAP） Triad average 

（mAP） 

HTP-t-200 0.717 0.502 0.000 0.406 

HTP-t-500 0.747 0.754 0.504 0.669 

HTP-t-700 0.843 0.866 0.807 0.839 

HTP-t-1162 0.929 0.949 0.780 0.886 

Four average 0.809 0.768 0.523 0.700 
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Concurrently, the experiment also obtained confusion matrix of 200,500,700 and 1162, as shown in Figure 
7.   
Figure 7   
Tree experiment of confusion matrix 

 
4.1.4 Analysis and comparison of 4 experiments on person data set 

From Table 2 and 3, 200, 500, 700 and 889 images and their annotated information in the person data set 
were selected for the experiments, and the respective precision results of different value scales were obtained. 

 
Table 7   
Analysis and comparison of 4 experiments in the person data set 

From Table 7: (a) Impact of data volume on model precision: With the increase in data volume from 200 
to 889, the average precision was slightly improved, and the average precision of the model increased from 0.691 
to 0.707. Although the improvement is small, it still shows that a larger amount of data helps the model to learn 
and generalize better. This indicates that the performance of the model improved slightly when more training 
samples were provided. (b) Variation in precision of various categories: For the "facial" category, the precision 
was higher at 500 sheets, which was 0.932. However, when the data volume was increased to 700 and 889 images, 
the precision decreased slightly. This is because larger data introduces more noise or diversity, leading to some 
fluctuations in the model's recognition of the "facial" category. For the "hand" category, the precision was highest 
at 0.825 when the amount of data was increased to 889 images. This is because larger datasets provide more 
information about the features and patterns of the "hand", which helps the model to learn and recognize better. 

Serial number facial（mAP） hand（mAP） limb（mAP） Triad average

（mAP）  

HTP-p-200 0.893 0.750 0.429 0.691 

HTP-p-500 0.932 0.798 0.673 0.801 

HTP-p-700 0.899 0.706 0.609 0.738 

HTP-p-889 0.845 0.825 0.451 0.707 

Four average 0.892 0.770 0.541 0.734 
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For the "limb" category, the precision was highest at 500 and 0.673, and also decreased and fluctuated when the 
data volume increased to 700 and 889. This is again because the larger amount of data provides more information 
about the features and patterns of the limb, making it difficult for the model to identify precisely. 

The experiment also obtained confusion matrix of 200,500,700 and 889, as shown in Figure 8.  
Figure 8  
Person experiment of confusion matrix 

 
4.2 Horizontal analysis and comparison of data sets 

In the four data sets of integral, house, tree and person, different numbers of images were extracted for 
the experiment. The results in Table 4, 5, 6 and 7 are then compared and analyzed. 
4.2.1 Analysis and comparison of 200 images 

With the same amount, as the number of model training epochs increases, the precision changes as shown 
in Figure 9. The results of 200 in Table 4, 5, 6 and 7 were compared and analyzed.    
Figure 9   
Comparison of detection process in 200 images on mAP 

 
The analysis is as follows: (a) The fluctuation of the four curves is large, and the overall precision value 

is not high. The precision of the HTP-t-200 curve was lower than that of the other three curves. At epoch 100, 
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HTP-h-200 was the highest (0.821). (b) The results show that HTP-h-200 has obvious features and is easier to 
extract and identify. Feature highlighting helps the model to learn and generalize better, thus improving the 
precision of classification and detection. (c) For the category of "detection 1", the precision is the highest in the 
HTP-p-200 data, which is 0.893, while in the HTP-h-200 and HTP-t-200 data, the precision is less than 0.75. For 
the "detection 2" category, the precision was the highest in the HTP-h-200 data set at 0.860. For HTP-t-200, the 
precision was the lowest at 0.502. For the "detection 3" category, the precision was higher for both the HP-200 
and HP-h-200 data (0.874 and 0.860, respectively). For the HTP-t-200, the precision was 0. The low detection 
precision is due to the small number of complex features in these samples, which makes it difficult to identify the 
model accurately. 
4.2.2 Analysis and comparison of 500 images 

With the same amount, as the number of model training epochs increases, the precision changes as shown 
in Figure 10. The results of 500 in Table 4, 5, 6 and 7 were compared and analyzed. 
Figure 10   
Comparison of detection process in 500 images on mAP 

 
The analysis is as follows: (a) The four curves fluctuate greatly before 40 epochs, and then are relatively 

stable. The precision of the HTP-t-500 curve was lower than that of the other three curves. HTP-h-500 was 
obviously the highest at 0.943. (b)  The average precision of the model was higher than 200, indicating that the 
model could handle these data better than 200. This is because in these number images, the features are significant, 
which helps the model learn and generalize better, thus improving the precision of classification and detection. 
(c) For the "detection1", the precision of HTP-500, HTP-h-500 and HTP-p-500 data was higher than 0.9, HTP-
500 was the highest (0.975), and HTP-t-500 is the lowest (0.747). For the "detection2", the precision is highest in 
the HTP-h-500 data set at 0.938, much higher than the other three. For the "detection3", the precision of HTP-h-
500 is the highest (0.955), and that of HTP-t-500 is the lowest (0.504), with a gap of 0.451. The results show that 
complex features make the model difficult to identify accurately, thus the precision is relatively low. 
4.2.3 Analysis and comparison of 700 images 

With the same amount, as the number of model training epochs increases, the precision changes as shown 
in Figure 11. The results of 700 in Table 4, 5, 6 and 7 were compared and analyzed. 
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Figure 11  
Comparison of detection process in 700 images on mAP 

 

 
The analysis is as follows: (a) The four curves fluctuate greatly before 25 epoch, and in the later epoch 

only HTP-p-700 has a larger fluctuation, and the others relatively stable. The precision of the HTP-p-700 curve 
was lower than that of the other three curves. HTP-h-700 was the highest, with an average precision of 0.930. (b) 
This is because in this quantity, each feature can be better extracted and identified. For detection points with 
significant features, this helps the model to learn and generalize better, to improve the precision of classification 
and detection. (c) For the category of "detection1", the precision is the highest in the HTP-700 data set, which is 
0.958. For the "detection 2", the precision is highest in the HTP-h-700 data set at 0.926. For the "detection 3", the 
precision is higher in HTP-h-700 at 0.931. In other data sets, low precision of different detection points is owing 
to the small number of samples or complex features of such data, which makes it difficult to precisely identify the 
model. 
4.2.4 Analysis and comparison of all images 

With the same amount, as the number of model training epochs increases, the precision changes as shown 
in Figure 12. The results in Table 4, 5, 6 and 7 were compared and analyzed. 
Figure 12  
Comparison of detection process in all images on mAP 

 
The analysis is as follows: (a) The four curves fluctuate significantly before 30 epoch, and other relatively 

stable. Among them, the precision of curves HTP-1217, HTP-h-1182 and HTP-t-1162,  their variation or size are 
almost the same after 40 epoch. However, that of HTP-p-889 was lower than that of the other three curves.  (b) 
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For the four data sets, the data set size ranged from 889 to 1217. Despite the differences in data set sizes, the 
average precision of the models is relatively high, which indicates that the models perform well when dealing 
with these images. (c) For category "detection1", the precision is the highest in the HTP-h-1182 data set, which is 
0.932. For the "detection2", the precision is highest in the HTP-t-1162 data set at 0.949. For the "detection3", the 
precision is highest in HTP-1217 at 0.883. The results show that the model is easier to learn and recognize when 
there are more samples in full image. 
5 Discussion 

The intelligent detection experiment images of HTP are mainly obtained in three ways: Internet 
download, book scanning and real scene drawing. The image data set of the HTP was constructed by pre-
processing, segmentation and labeling the initial image. From the data sets of integral, house, tree and person, 
200, 500, 700 and all number images were selected to carry out the detection experiment of different image 
numbers, and analyzed and compared from the vertical and horizontal experimental results. Bidirectional results 
analysis and comparison show that a small amount of data is prone to overfitting or insufficient generalization 
ability, whereas a large amount of data introduces noise and diversity, which affects the performance. Only a 
suitable data size can balance the learning and generalization abilities of the model. Therefore, different tasks and 
categories require different optimization strategies, analysis of data set distribution and features, and selection of 
appropriate sizes to achieve the best results. Through data analysis of the classification and quantity experimental 
results, the YOLO target detection model in artificial intelligence technology is used to verify the effectiveness 
of the constructed HTP image data set, which has practical application value and significance, and the average 
detection precision can be equal to or even higher than 0.801 in different scenarios of house, tree and person 
elements and their features.  
6 Conclusion 

For the first time, this paper constructs the image data set of HTP by collecting, sorting and processing 
the images of HTP, uses the YOLO model with fast detection speed and high precision conducts sufficient 
experiments and detailed analysis of the data set, and further explores the fitting ability of the HTP image data set 
in the detection model experiments. In this paper, we focus on the completion of the work: First, the existing HTP 
is introduced, and the methods of acquiring HTP images are systematically organized. The HTP images obtained 
from various sources were then compiled into an initial data set. second, the original data set underwent pre-
processing, involving deletion, naming, cleaning, and segmentation. Four distinct data sets were then established: 
integral, house, tree, and person subsets. The elements of the house, tree, and person, along with their respective 
features, were meticulously annotated. This process contributes to the creation of experimental data sets 
characterized by enhanced realism in classification, increased annotations, and improved quality for the intelligent 
detection of HTP images. Third, diverse samples of varying data sizes were chosen using an incremental method 
for the constructed HTP image data set. The YOLO target detection model was employed for experimental 
validation, and a comprehensive analysis and comparison were conducted to assess the robustness and 
generalization of the constructed experimental data set in detecting elements and features within the HTP. Next, 
based on the HTP image data set constructed in this study, we combined other advanced algorithms to improve 
the precision of model detection and its potential in practical application. Simultaneously, we should fully explore 
more feature detection in HTP to promote the in-depth application of artificial intelligence technology in 
psychological analysis and diagnosis. 
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