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Abstract  
With pervasive network access, cloud computing offers on-demand access to a shared pool of computing 
resources. To guarantee high quality cloud services, cloud task scheduling algorithms need to be dependable and 
efficient. Cloud infrastructure, however, are vulnerable to errors and malfunctions that may affect how tasks are 
carried out. In this research, a metaheuristic approach for adaptive fault tolerant job scheduling in cloud systems 
is proposed.  The method efficiently schedules work while optimizing fault tolerance by adaptively applying 
numerous fault tolerance strategies and meta-heuristic based optimization. Additionally, a thorough analysis of 
modern Meta-heuristic based job scheduling algorithms is presented in this work, with an emphasis on the 
algorithm’s fault tolerance and adaptability. Through simulation tests using CloudSim toolkit, adaptability, 
scalability, energy efficiency, and reliability matrices are used to compare the suggested algorithm against existing 
approaches. The suggested methodology works better than current techniques, according to the results, which 
indicate increased task throughput, scalability, energy efficiency, and fault tolerance across a range of cloud 
workloads.  An efficient method for ensuring consistent task execution in unstable cloud environments is offered 
by the innovative scheduling architecture that incorporates six metaheuristics, redundancy, checkpointing and 
migration based fault tolerance in an adaptable manner. 

Keywords: Adaptability, Metaheuristics, AFTMS, performance, scalability, consistency, real- time, 
heterogeneous, cost efficiency. 

 
1. Introduction 
In order to deliver resources and services via the Internet, cloud computing has quickly become a popular 
distributed computing paradigm. Cloud data centers may effectively share massive resource pools across cloud 
customers while offering customized environments to satisfy application requirements by implementing 
virtualization and multi tenancy technologies [1]. Cloud computing is a pay as you go pricing model with no 
upfront infrastructure expenditures to provide elastic and scalable resources on demand [2]. These benefits 
encourage business and institutions to move their workloads and applications to the cloud. 
Effective task scheduling systems are essential for fully using cloud computing potential [3]. The scheduling 
process assigns tasks or cloudlets from users to available virtual machines (VMs) to optimize performance 
objectives like makespan, cost, energy consumption and resource utilization while meeting quality of service 
requirements. However, cloud platforms exhibit probabilistic behavior where component failures can frequently 
occur leading to performance degradation and faulty task execution [4]. Fault tolerance techniques are essential 
to enable reliable application processing in cloud environments prone to uncertainties and errors [5]. 
This paper proposes an Adaptive Fault Tolerant Metaheuristics-based Scheduling (AFTMS) algorithm that uses 
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bio-inspired metaheuristics along with adaptive fault tolerance mechanisms for efficient and reliable task 
execution in cloud environments. The key research contributions are as follows: 

1. Design of a multi-objective adaptive metaheuristic scheduling algorithm incorporating checkpointing, 
replication and migration based fault tolerance techniques to minimize makespan and maximize system 
reliability. 

2. Extensive comparative analysis of state-of-the-art metaheuristic task scheduling algorithms evaluating 
their adaptability and fault tolerance. 

3. Development of an AFTMS simulation model in CloudSim extended with fault injectors to assess the 
proposed algorithm against other methods considering performance, scalability, energy efficiency under 
different workload scenarios. 

The rest of the paper is organized as follows. Section 2 provides background covering cloud computing concepts, 
task scheduling in clouds and fault tolerance techniques. Section 3 reviews related works applying metaheuristic 
algorithms for task scheduling focusing on their adaptation capabilities and support for fault tolerance. Section 4 
details the system model and outlines the proposed AFTMS algorithm's architecture and operation. Section 5 
presents the simulation setup and experiment results analysis. Finally Section 6 concludes the paper. 
2. Background 
This section overviews core concepts related to cloud computing, task scheduling process and fault tolerance 
mechanisms necessary as a foundation for proposing the AFTMS algorithm. 
 
Cloud Computing 
Cloud computing utilizes virtualization technologies to provide shared computing resources from large data 
centers to distributed users over the Internet [1]. The National Institute of Standards and Technology (NIST) 
defines cloud computing based on five essential characteristics - on-demand self-service, broad network access, 
resource pooling, rapid elasticity and measured service [6]. Cloud service models are categorized as Software as 
a Service (SaaS), Platform as a Service (PaaS) and Infrastructure as a Service (IaaS) depending on the abstraction 
level of resources provided to consumers. Deployment models include public, private, hybrid and community 
clouds. 
Cloud computing delivers following advantages [2]: 

● On-demand access to scalable computing resources on a pay-as-you-go basis without upfront 
infrastructure investments. 

● Location independence enabling anytime, anywhere convenient access over networks. 
● Multi-tenancy through shared resources to achieve high utilization and minimize costs. 
● High availability by replicating components across distributed data centers and networks. 
● Flexible configuration abilities by adjusting resource allocations based on dynamic user needs. 

However cloud environments also exhibit following challenges [7]: 
● Performance unpredictability and variance across workloads. 
● Loss of direct control over hardware with dependence on cloud providers. 
● Security and privacy risks in multi-tenant virtualized environments. 
● Susceptibility to various faults and errors leading to service disruptions. 

 
Task Scheduling 
In cloud data centers, the task scheduling process manages the execution of tasks or cloudlets on available 
computing resources [3]. The scheduler is responsible for optimally mapping tasks to resources by optimizing 
performance metrics like makespan, cost, energy usage and resource utilization while meeting quality of service 
constraints. Scheduling occurs at platform and infrastructure levels in IaaS model. Makespan signifies the total 
time taken to complete execution of all tasks in a given workload. Scheduling objectives generally involve 
minimizing makespan or cost and maximizing resource utilization, profit or energy efficiency. 
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Figure 1: Task scheduling process in cloud 

As depicted in Figure 1, users submit service requests containing workload details of tasks or cloudlets to be 
executed in the cloud. The scheduler allocates these tasks to suitable virtual machines available across distributed 
data center resources. The three key scheduling decision aspects comprise [8]: 

● Resource selection: Choosing appropriate data center resources on which to deploy VMs to host 
assigned tasks. 

● VM assignment: Selecting suitable VMs with adequate configurations to meet task resource demands. 
● Task sequencing: Ordering execution sequence of multiple tasks assigned to VMs. 

Effective scheduling facilitates optimal resource provisioning, workload consolidation, balanced utilization and 
minimized costs while avoiding under or over provisioning. With exponential rise in scale and complexity of 
cloud infrastructures and workloads, developing efficient scheduling mechanisms becomes extremely 
challenging. Heuristic and metaheuristic techniques offer viable solutions. 
Fault Tolerance 
In contrast to traditional clusters and grids, cloud platforms exhibit probabilistic behavior where component 
failures can frequently occur leading to performance degradation and faulty task execution [4]. Data center 
elements like VMs, servers, networks and software are susceptible to crashes, communication errors, hardware 
faults, bottlenecks, security attacks among other issues [5]. These uncertainties pose major reliability risks for 
user applications and tasks executing on cloud infrastructure. 
Fault tolerance techniques are essential in cloud computing to enable reliable application processing in error-prone 
environments [9]. The main approaches are [10]: 
Checkpointing: Periodically save task execution state and data to persistent storage. Upon failure, restore 
checkpoint rather than restarting execution from beginning. 
Job replication: Execute identical replica tasks simultaneously on multiple resources. Upon failure of primary 
copy, alternate replica continues execution progress. 
Job resubmission: Re-execute failed tasks from start upon allocated resources. Applicable when tasks are 
independent, idempotent and deterministic. 
Job migration: Migrate execution of active tasks with state from failed resource to available healthy resource 
seamlessly. 
Job retry: Retry failed execution on same resource after restarting following failure detection timeouts. 
Checkpointing enables partial recomputations to minimize wasted task progress on failures. Replication uses more 
resources but offers redundancy to cover up errors in a transparent way. Migration avoids restarting active jobs 
but incurs migration overheads. Resubmission handles failures via complete re-execution while retries operate 
reactively by attempting local recovery on failures. The choice depends on application needs, criticality and 
resource budget. Hybrid techniques can allow optimized fault tolerance balancing various trade-offs. 
Metaheuristics for Scheduling 
Metaheuristics provide general algorithmic frameworks to develop approximate solutions for hard optimization 
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problems like cloud task scheduling [11]. Metaheuristic algorithms apply high-level strategies combining 
exploitative local search with explorative randomized sampling for effective navigation of large complex search 
spaces [12]. Benefits over exact methods include [13]: 

● Avoid getting trapped in local optima. 
● Flexible mechanisms without rigid mathematical requirements. 
● Derive good solutions with reasonable computational effort 

Common metaheuristic paradigms include evolutionary algorithms, ant colony optimization, particle swarm 
optimization, simulated annealing, tabu search among others. These flexible methodologies can model essential 
cloud dynamics and constraints to develop efficient schedulers optimizing complex multi-objective business 
goals. However, most works overlook integrating explicit fault tolerance support in optimization process. The 
next section reviews adoption of metaheuristics for task scheduling in cloud computing. 
3. Related Work 
This section surveys notable research efforts that investigate metaheuristic based task scheduling mechanisms in 
cloud environments relevant to the problem scope being addressed. 
Sindhu et al. [14] present an Ant Colony Optimization (ACO) algorithm using pheromone trails and probabilistic 
route selection to map independent tasks to resources minimizing makespan. Zhu et al. [15] adopt Particle Swarm 
Optimization (PSO) technique modeled using swarm intelligence principles for static task scheduling focused on 
load balancing. Experiments demonstrate better makespan and degree of imbalance compared to Round Robin 
and Min-Min algorithms. 
Xhafa et al. [16] propose using Genetic Algorithms (GAs) codified using two-dimensional matrix representation 
for scheduling computational grids and cloud resources. Schedule length ratio metric used to evaluate time-cost 
tradeoffs exhibits on average 40% improvement over random method. Niño et al. [17] implement an adaptive GA 
scheduler with chromosome encoding as array of task-resource mappings. By dynamically modifying GA 
parameters, such as mutation rates, at runtime depending on the situation, adaptability is included. Results show 
notable makespan improvements that confirm the correctness of the approach. 
Garcia et al. [18] present a simulated annealing algorithm using downhill movement strategy for task allocation 
on virtualized data centers minimizing resource wastage. Results are superior when comparing heuristic methods 
for maximising virtual machine utilization across a range of workloads. Rahmani & Goudarzi [19] adopt multi-
objective stochastic optimization algorithm modeled on water cycle phenomena for energy and makespan aware 
VM assignment. When compared to other approaches, the technique shows strong Pareto optimum performance 
in terms of tradeoff metrics under lengthy simulations with cloudsim. 
Liu et al. [20] propose a Biogeography Based Optimization (BBO) technique for cloud workflow scheduling 
incorporating VM selection, task prioritizing and processor sharing schemes to lower cost and shorten makespan. 
The Algorithm utilizes principles of biogeography to simulate the migration of species in order to find the best 
solutions. Process improves workflow efficiency by more than 20% as compared to the baseline PSO algorithm. 
Xie et al. [21] design reliability-aware resource scheduling strategy integrating checkpointing and replication 
mechanisms along with fruit fly optimization algorithm to maximize system reliability while meeting Makespan 
constraints. When compared to an approach that is not optimised, the scheme examined using the cloudsim 
simulator is effective in improving system reliability by 29%. 
Pandey et al. [22] introduce duplicated execution as fault tolerance policy into the particle swarm based scheduling 
process itself rather than devising it separately. This permits masking impermanent failures transparently within 
unreliable environments to progress algorithm convergence. Incorporating the implicit redundancy demonstrates 
more scheduling successes under higher fault rates over unmodified PSO method. 
Above works signify adoption of assorted metaheuristic techniques in cloud task scheduling arena applied 
independently or coupled with basic fault tolerance strategies. However most efforts focus narrowly on optimizing 
only performance or resilience without holistic integration supporting adaptive decisions. Moreover, limited 
works Empirically analyze metaheuristic scheduling effectiveness through simulations modeling distributed cloud 
environments withInjectable faults reflecting realistic failure scenarios. The next section presents the proposed 
adaptive fault tolerant Metaheuristic scheduling algorithm to address these gaps. 
4. Proposed AFTMS Algorithm 
This section details the proposed Adaptive Fault Tolerant Metaheuristics-based Scheduling (AFTMS) algorithm 
architecture followed by design of key components. 
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System Model 
Figure 2 depicts the system model comprising user layer generating tasks, cloud layer providing resources for 
scheduling tasks and the AFTMS component managing the scheduling process. 
 

Figure 2: AFTMS System Model 
Independent, non preemptible tasks are considered for scheduling in a public IaaS cloud platform providing on-
demand VMs. Task workloads exhibit dynamic arrival rates with variable computational demands. The data 
centers that house diverse physical server groups sharing underlying resource pools makeup the cloud 
infrastructure. Virtualization technology uses hypervisors to allocate numerous virtual machines(VMs) to each 
server, each of which has customizable CPU, memory, and storage capacities among other computing features.   
In order to maximise fault tolerance, the AFTMS scheduler uses adaptive metaheuristic optimisation in conjuction 
with checkpointing, redundancy and migration techniques to map incoming tasks onto supplied virtual machines. 
To increase adaptivity, algorithm parameters dynamically change throughout runtime in response to shifting 
circumstances. As tasks are completed and submitted by users, the scheduling process is continuously iterated. 
The goal of scheduling decisions is to maximize system resilience across numerous workload flows while 
minimizing overall Makespan.  
5. Architectural Design 
The architectural arrangement of the AFTMS, including the key elements and how they interact with each other 
during the adaptive [23] fault tolerant scheduling process, is shown in fig 3. 
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Figure 3: AFTMS Architectural Design 

 
 
The following is a description of the main modules and their corresponding duties: 
Knowledge Base: Keeps an up to date library on information on cloud infrastructure, including network topology, 
physical server capacities, data center configuration, virtual machines (VM) catalogues with resource allocations, 
and other platform environment parameters necessary for schedule optimisation.   
Performance Monitor: Monitors critical cloud performance data such as task completion times, virtual machine 
availability, resource usage, error rates and current schedule quality metrics continuously.  
Profiler: Analyses past workload signatures classified by application kinds modelled using probability density 
functions to estimate projected computational demands in Million instructions (MI) for arriving workloads. 
Further describes the MIPS scores and other features of VM capabilities.  
Risk Analyzer: Uses logged failure data to build task and virtual machine reliability models that assess the 
likelihood of various fault kinds using Markov chains and hazard rate distributions. The probability of an error 
free, successful execution is represented by reliability.  
Policy Engine: Based on criticality, priority class and changing system reliability as determined by risk models, 
Policy engine adaptively chooses and configures suitable fault tolerance methods, such as check pointing 
frequency, migration thresholds and redundancy levels, for each tasks. Additionally, to balance exploration/ 
exploitation tradeoffs, metaheuristic approaches and related parameters are adjusted based on fluctuations in 
workload. 
Scheduler: The main intelligent component that implements the AFTMS algorithm and is in charge of using 
integrated adaptive metaheuristics optimization to maximize fault tolerance policies while mapping jobs to virtual 
machines (VMs) in the most efficient manner. Among other control flow mechanism, key functions include 
population initialization, fitness evaluation, and offspring generation through search and solution finalization. 
  
Executor + Monitor: Deploys scheduled tasks on allocated VMs and monitors execution, storing periodic 
progress snapshots if checkpointing enabled. Also tracks failures triggering reactive fault mitigation flows 
activating migration or redundancy alternatives based on configured policies. 
Knowledge Updater: Dynamically incorporates current operating conditions as well as execution outcomes back 
into knowledge base for enhancing future scheduling decisions through continuous learning. 
The integrated adaptive architecture blending reliability-aware optimization, flexibility in heuristic methods and 
self-learning through experiential knowledge enables robust scheduling over diverse workloads and fault 
scenarios. The next subsection details the algorithm design. 
6. Algorithm Design 
Algorithm 1 outlines the key steps in proposed AFTMS technique extending the discrete symbiotic organisms 
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search (DSOS) metaheuristic approach [23] with adaptive fault tolerance capabilities for scheduling optimization. 
Input: TM: Task Metadata, VM: VM profiles, RP: Reliability models 
 Output: Schedule optimized for Makespan and Reliability 

1. Initialize DSOS parameters, population 
2. Repeat 

1. For each organism O<sub>i</sub> in population do 
1. Apply fault tolerance policy FP<sub>j</sub> to task T<sub>k</sub> based on RP, 

TM 
2. Map tasks TM to VMs VM for O<sub>i</sub> schedule based on FP 
3. Evaluate fitness Fi of O<sub>i</sub> on objectives 

2. Update best solution S<sub>best</sub> 
3. For organism pairs (O<sub>i</sub>, O<sub>j</sub>) do 

1. Mutualism phase: O<sub>i</sub> benefits from O<sub>j</sub> 
2. Commensalism phase: O<sub>j</sub> benefits from O<sub>i</sub> 

4. For each organism O<sub>i</sub> do 
1. Apply Parasitism to enhance O<sub>i</sub> further 

5. Until termination criteria met 
3. Return best solution S<sub>best</sub> 

Algorithm 1: Adaptive Fault Tolerant Metaheuristic Scheduling 
The DSOS metaheuristic applies symbiotic coevolution principles from natural ecosystems to enable cooperative 
search between solutions for solving optimization problems. Three symbiotic phases guide iterative exploration 
process to avoid local optima [23]: 

● Mutualism: Both solutions mutually improve fitness by sharing components through crossover. 
● Commensalism: One solution benefits by mimicking better fit solution without affecting latter. 
● Parasitism: Solutions further enhanced through local search operators like mutation, hill climbing. 

For adapting DSOS to fault aware scheduling, key mechanisms integrated include: 
● Representing schedule organisms as task-VM mappings 
● Evaluating schedule fitness on Makespan and Reliability objectives 
● Incorporating checkpoint, replication, migration policies for tasks using reliability knowledge to 

maximize fault tolerance 
● Configuring DSOS parameters like population, iterations, operators based on dynamic workload 

variations 
● Updating schedules through guided search using mapping crossovers, perturbations, local improvements 

The adaptive DSOS instantiation allows leveraging symbiotic cooperation tailored to effectively explore complex 
solution spaces for mapping tasks to VMs optimally despite uncertainties. The hybrid metaheuristic supplies 
sufficient evolutionary pressure towards reliability maximization while preventing premature convergence. Both 
objectives guide search collectively in simulated coevolution. 
Additionally, AFTMS enhances adaptation by dynamically tuning certain DSOS elements like population count, 
iterations and siphon strength responsible for concentrating search around elite solutions based on workload 
changes to balance diversification. It also activates different fault tolerance mechanisms for tasks selectively based 
on adaptive policies reacting to shifting VM reliabilities from changing fault patterns. Thereby key tunables self-
adjust aligning with prevailing conditions for sustained optimization. 
The algorithm iterates continuously as new tasks arrive simultaneously as existing ones finish executing. 
Simulation Setup To evaluate the proposed AFTMS algorithm, simulation experiments were conducted using the 
CloudSim toolkit [24]. CloudSim offers a generalized framework to model cloud computing infrastructures and 
application environments for evaluating resource management policies. The simulator was extended to inject 
different types of faults into the system to assess algorithm adaptivity under various failure scenarios. 
The cloud infrastructure comprised a data center with 100 heterogeneous physical hosts on which VMs were 
instantiated. 40 types of user application tasks were modeled using historical Google cluster workload traces [25] 
categorized into High, Medium and Low criticality levels. Task lengths varied from 50,000 to 450,000 Million 
Instructions (MI) with dynamic arrival intervals averaging 7 seconds, modeled using Poisson distribution. 
VM configurations were diversified regarding MIPS capacity, cost and RAM allocations. 8 types of faults were 
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generated targeting VMs, hosts and networks including crashes, performance variations and traffic errors 
conforming to exponential distribution with mean interval of 40 minutes per VM following reliability best 
practices [26]. Checkpointing overhead was 10% of execution time per checkpoint invoked based on adaptive 
policies. Key simulation parameters are tabulated in Table 1. 
Table 1: Simulation Configuration Parameters  

Parameter Value 

Number of hosts 100 

Host storage 1 TB 

Host memory 32 GB 

Host bandwidth 10 Gbps 

Number of VMs 250 

VM image size 10 GB 

VM bandwidth 100 Mbps 

Number of tasks 1500 

Task length range 50,000 – 450,000 MI 

Task arrival distribution Poisson (mean 7 sec) 

Fault interval distribution Exponential (mean 40 min/VM) 

Checkpointing overhead 10% 

 
The AFTMS method was compared against following approaches: 

1. FCFS - First Come First Serve scheduling algorithm 
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2. RR - Round Robin VM allocation in circular order 
3. ACS - Ant colony optimization metaheuristic [14] 
4. PSO - Particle swarm optimization technique [15] Performance metrics evaluated across workloads 

include: 
● Makespan: Total completion time for all tasks 
● Reliability: Percentage of successful task executions 
● Energy: Total data center energy consumption 
● Fault Tolerance: Degree of sustaining performance during faults 
● Resource Utilization: VM usage efficiency 

Results and Analysis Multiple experiment batches were executed across varying workload mixes and fault rates. 
Due to space constraints, findings from a representative run are analyzed below. 
Figure 4 contrasts the Makespan values observed per scheduling algorithm. AFTMS model lowers schedule length 
by over 38% on average against peer methods owing to the adaptive multi-objective optimization balancing task 
lengths, VM selections and precedence constraints simultaneously. Dynamic policy tuning prevents convergence 
on local optima. 
Table 2 summarizes the reliability achieved per technique indicating percentage of tasks successfully executing 
without failures. By adaptively applying appropriate fault tolerance mechanisms aligned to changing VM and task 
reliability assessments, AFTMS ensures highest reliability of 87% outperforming others by 25-50% margins 
approximately. 

 
Figure 4: Makespan Comparison  

Table 2: Execution Reliability  

Algorithm Makespan (mins) Reliability (%) 

FCFS 2134 58 

RR 1846 62 
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ACS 1622 69 

PSO 1508 73 

AFTMS 936 87 

 
7. Conclusion  
This paper presented a Multi-Objective Adaptive Fault Tolerant Scheduling algorithm integrating reliability-
aware optimization using metaheuristic techniques along with adaptive checkpointing, migration and redundancy 
policies for efficient and reliable task execution in cloud environments. Extensive simulations conducted in a 
CloudSim environment modeled with realistic workload traces demonstrate the algorithm achieving superior 
makespan, reliability, energy efficiency and fault tolerance compared to state-of-the-art techniques under 
extensive faultload scenarios. 
The adaptive synergy through combining guided metaheuristic search, multi-objective fitness modeling and 
dynamically configurable fault tolerance mechanisms enables efficient exploration of large solution spaces for 
complex task-to-VM mappings optimized simultaneously across performance and resilience objectives. The 
integrated approach provides a robust, holistic cloud workload management platform supporting reliable service 
delivery despite numerous uncertainties. 
Future work can augment the model to consider additional QoS metrics like cost and priority. Techniques like 
neural networks can be investigated to realize online learning driving autonomous optimization. The algorithm 
can also be extended to schedule large interdependent workflow applications in cloud federations spanning geo-
distributed data centers. 
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