Library Progress International Print version ISSN 0970 1052
Vol.44 No.3, Jul-Dec 2024: P.12685-12696 Online version ISSN 2320 317X

Original Article Available online at www.bpasjournals.com

Multimodal Representation of Depression and Anxiety Severity Prediction
Using Adaptive Capsule Network with Electric Eel Foraging Optimization

Dr. J. Venkatesh!, K. Shantha Kumari?, V. Rekha’, Nalajam Geethanjali4, S. K. Rajesh
Kanna® and Dr. K. Sivakumar®

"Professor, Department of Computer Science and Engineering, Chennai Institute of Technology, Kundrathur,
Chennai,India.

Orecid id: (0000-0002-4259-130X)

2Associate Professor, Department of Data Science and Business Systems, SRM Institute of Science and
Technology, Kattankulathur, India

Orcid id: (0000-0001-5113-2183)

3Assistant Professor, Department of Al &DS, Panimalar Engineering College, Chennai, India

Orecid id: (0009-0008-7974-9853)

4Assistant Professor, Department of Artificial Intelligence and Machine Learning, Madanapalle Institute of
Technology & Science, Kadiri Road, Madanapalle, Andhra Pradesh 517325

Orcid id: (0009-0007-3643-9540)

SProfessor, Department of Mechanical Engineering, Rajalakshmi Institute of Technology, Chennai, India

Orecid id: (0000-0003-1013-008X)

%Professor, Department of Mechanical Engineering, P.T.LEE Chengalvaraya Naicker College of Engineering
and Technology, Kancheepuram, India

Orcid id: (0000-0002-2647-5800).

lvenkateshj@citchennai.net, 2shanthak@srmist.edu.in, 3rekhav20@gmail.com, *ngeethanjali.mits@gmail.com,
Sskrkanna@gmail.com and Sshivakees@gmail.com

How to cite this article: J. Venkatesh, K. Shantha Kumari, V. Rekha, Nalajam Geethanjali, S. K. Rajesh Kanna
K. Sivakumar (2024). Multimodal Representation of Depression and Anxiety Severity Prediction Using
Adaptive Capsule Network with Electric Eel Foraging Optimization. Library Progress International, 44(3),
12685-12696.

ABSTRACT

The assessment of a person's mental state using data-driven models to gauge the severity of their symptoms is
known as depression and anxiety severity prediction. This process aids in diagnosis, treatment planning, and
therapy progress tracking. Predicting depression and anxiety severity from audio and video data is essential, and
various techniques have been implemented to achieve this. However, the existing methods have lack of
accuracy, precision and high error rate. To overcome the aforementioned problem, Adaptive Capsule Network
(ACN) with Electric eel Foraging Optimization (ACN-EeFO) is proposed for accurately predicting depression
and anxiety severity from audio, video data. In this input image is taken from two datasets such as AVEC2013
and AVEC2014 datasets. Then the video and audio data are extracted using Multi-Axis Vision Transformer
(MaxViT) and Block-Based Haar Wavelet Transform (B-BHWT). Following that, the extracted audio and video
data are fused using Efficient Long-range Attention Network (EL-AN). Then the classification is done by using
Adaptive Capsule Network and optimized with Electric eel Foraging Optimization (ACN-EeFO) for classify
the different stages of depression levels using BDI-II score. The introduced system is executed in python. The
efficiency of the proposed ACN-EeFO is analyzed using 2 datasets and attains 99.82% accuracy, 99.23% F1-
Score and attains better results compared with the existing methods. In the future, instead of merging the audio
and video features at the end, it will attempt to find out if doing so enhances prediction performance.
Additionally, scientists plan to utilize this framework for additional tasks including the prediction of various
diseases.

Keywords: Prediction of depression and anxiety severity, Multi-Axis Vision Transformer, Block-Based Haar
Wavelet Transform, Adaptive Capsule Network, Electric eel Foraging Optimization.
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1. INTRODUCTION:

Anxiety depression is the most prevalent subtype of major depressive disorder (MDD), which affects over 350
million individuals globally. High levels of agitation and restlessness are characteristics of anxious depression,
which also has worse treatment outcomes and a greater chance of recurrence. To improve results, identifying
this subset is essential. Treatment personalization and targeting are thought to enhance results [1-3]. According
to the DSM-5, depression is a type of mood disorder marked by severe depressive episodes that last for at least
two weeks. These episodes are characterized by feelings of melancholy, diminished enjoyment, low self-esteem,
irregular sleep and eating patterns, difficulty concentrating, and exhaustion. It affects 280 million people
worldwide, or around 5% of adults [4-6]. Self-report or professional evaluation is frequently used to identify
mental health disorders such as depression, anxiety, and suicide risk. Self-report measures require more time to
administer under various settings, but they have good sensitivity. According to a 2017 meta-analysis, machine
learning is advised for enhanced predictive capacities, arguing that present techniques are no more effective than
chance [7-10]. The prevalence of mood disorders is rising quickly, which has an impact on people's quality of
life. Mood disorders include major depressive disorders, bipolar disorder, dysthymia, and cyclothymia.
According to the WHO, 87% of deaths worldwide are due to suicide accidents, and 3.8% of people worldwide
suffer from depression. An estimated 40 million people have bipolar disorder [11-14]. Pronunciation, intonation,
auditory content, and facial expressions are all linked to depression risk. Risk subjects minimize eye contact,
make fewer facial gestures, and move their mouths less. Semantics and grammar in audio content are useful for
detection. Deep learning-based neural network models offer benefits for both label prediction and feature
extraction [15-16]. Patients' well-being can be continuously assessed thanks to the collection of physiological
and behavioral data in real-time by mobile devices and sophisticated sensors. This reduces participant burden
and recall bias while enabling better health outcomes, treatment adherence, and timely care. The creation of
realistic models for the collection, processing, and analysis of behavioral sensor data is the subject of recent
research, which will make it possible to build health monitoring systems for a variety of uses, such as tracking
human activity, wellbeing, and early mental illness preventive strategies [17-18].

Novelty and Contribution
The Novelty and contribution of this paper is given below:

e In this manuscript, an Adaptive Capsule Network with Electric eel Foraging Optimization (ACN-EeFO) is
proposed

e The features such as video and audio, are extracted using Multi-Axis Vision Transformer (MaxViT) and
Block-Based Haar Wavelet Transform (B-BHWT)

o Feature fusion of extracted Video and audio are done using Efficient Long-range Attention Network (EL-
AN)

e (lassification are done using Adaptive Capsule Network (ACN) it is used for classify the depression and
anxiety severity .And Optimization are done using Electric eel Foraging Optimization (EeFO) is used to
optimize the weight parameters of ACN- EeFO for improving accuracy .

2. LITERATURE SURVEY:

In 2023, Siikei, et al [17] has introduced a Long Short-Term Memory (LSTM) neural network pipeline for
predicting depression and anxiety. Transfer learning and hidden Markov models are used in the method to solve
the missing observation issue. The purpose of this study is to predict mobility impairment based on WHODAS
2.0 evaluation using digital biomarkers using an attention-based Long Short-Term Memory (LSTM) neural
network pipeline. The GAD-7 score was used to validate the pipeline, which performed better than a baseline
and correctly predicted the intensity of generalized anxiety based on socio demographic patient data and two
wearable/mobile sensor data sets.

In 2023, Casado, et al [20] has introduced a Deep Neural Networks (DNN) for diagnosing depression using
physiological signals from facial videos. Using rPPG signals, this method computes more than 60
characteristics, which are then trained into machine learning goes back to identify various depression degrees. It
performs better than approaches based on deep learning and manually designed methods. The researchers
suggest a unique method that does away with the necessity for contact-based sensors by extracting HRV
characteristics from facial footage.

In 2024, Pan, et al [21] has introduced a Depression Recognition Network with Spatial-Temporal Attention
(STA-DRN) for depression identification. This method uses an attention-based vector-wise fusion strategy,
ResNetstyle modules, and a unique Spatial-Temporal Attention mechanism to improve feature extraction as well
as relevancy by collecting both local and global spatial-temporal information. With average absolute error/root
mean square error ratings of 6.15/7.98 & 6.00/7.75, respectively, the experimental findings demonstrate
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competitive performance.

In 2022, He, et.al [22] has introduced a self-adaptation network (SAN) for depression recognition. Deep
learning methods have been developed to measure the degree of depression, a common mental condition.
Nevertheless, these algorithms frequently produce noisy labeling because they lack correlations between BDI-II
scores and facial images as well as label distribution. ResNet-18 and ResNet-50 for deep feature extraction, self-
attention for weights, square ranking regularization for partitions, and re-labeling for dubious annotations make
up the architecture's four modules.

Problem statement

Current techniques for estimating the intensity of anxiety and depression based on audio and visual data have
poor precision, large error rates, and low accuracy. Using the AVEC2013 and AVEC2014 datasets, we suggest
the Adaptive Capsule Network with Electric Eel Foraging Optimization (ACN-EeFO) for enhanced prediction
accuracy in order to overcome these problems.

3. PROPOSED METHODOLOGY
The working principle of ACN-EeFO is illustrated in Figure 1. The five processes in the suggested method are:
(1) Data collection, (2) Feature extraction, (3) Feature fusion and (4) Classification (5) Optimization.
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Figure 1: Workflow diagram of proposed ACN-EeFO method

3.1 Data Collection

The proposed model gathers data and conducts research. We obtained all of our data from two datasets, such as
AVEC2013 and AVEC2014 .In order to predict the level of depression and anxiety severity this study offers an
innovative deep multi-modal framework. Voice clues and facial emotions are the inputs used by the multi-modal
network. The audio and video data were first divided into fixed-length frames. After that, two networks are
used, one for audio frames and the other for video frames, to extract the spatial features. The following section
describes the process of feature extraction of both video and audio frames.

3.2 Feature Extraction
After extracting the frames from the video and audio inputs, feature extraction is carried out. In the feature
extraction stage, two networks are used to separately extract features from the extracted video and audio frames.
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The Multi-Axis Vision Transformer is used for extracting features from video frames, and the Block-Based
Haar Wavelet Transform is used for extracting features from audio frames. The explanation is given below,

3.2.1 Multi-Axis Vision Transformer (MaxViT) Based Feature Extraction of Video

The Multi-Axis Vision Transformer (MaxViT) is leveraged in this study for feature extraction from video data
to aid in the multimodal representation of depression and anxiety severity prediction. The Multi-Axis Self-
Attention (Max-SA) module introduces an efficient attention mechanism to capture both global and local
interactions within the video frames. Block attention and grid attention are the two sparse forms that result from
breaking down the conventional completely dense attention process. This method retains the capacity to capture
non-local interactions while reducing the complexity of computation from exponential to linear, which makes it

KxVxD
more efficient. In block attention, the input feature map (denoted asY €s ) is partitioned into non-

overlapping windows of size RX R This allows attention mechanisms to focus on smaller, manageable
sections of the feature map, thereby reducing computational load and enabling local interactions. Grid attention

reshapes the feature map into 0x0 partitions, allowing for the capturing of global interactions across the
entire feature map. This is achieved by reshaping the tensor into a form that can efficiently handle these
partitions. The MaxViT model employs a hierarchical design similar to conventional Convolutional Neural
Networks (CNNs), with a backbone that includes an initial down sampling stage followed by multiple stages of
MaxViT blocks. The MaxViT model is used to extract features from video frames, capturing both local and
global patterns within the data.[23-26]

MaxViT is a model that is employed for decoding video frames to extract spatial relationship and structure, as
well as global or long-range interactions from videos at varying sizes for feature analysis. This analysis of
multiple states allows for recognizing common characteristics and differences depending on the patient’s
emotional condition. The hierarchical design integrates features at various layers of abstraction, which increases
the model’s predictive capabilities when it comes to the severity of depression and anxiety.

3.2.2 Block-Based Haar Wavelet Transform (B-BHWT) Based Feature Extraction of Audio

The Block based Haar wavelet transform known as B-BHWT is very useful in signal processing especially in
feature extraction of one dimensional signal like audio frame. Those multi-modal data can be of use in instances
such as estimating, the severity of depression and anxiety. The HWT is a form of wavelet transform that uses
Haar wavelets that are among the simplest wavelets. It breaks down a signal into a number of wavelet
coefficients, whereby the information on the time and the frequency is obtained. This decomposition is obtained
by using the Haar wavelet basis functions on the signal provided. The one-dimensional audio signal is divided

into H blocks, denoted as Aj where j =1,2,3,..., H . Each block Aj is of sizel x M .The Haar matrix B is

defined using Haar wavelet basis functions. The forward HWT for every block can be calculated using the given
equation (1):

L=AB*" (1)

where, A is the signal block and the B denotes the Haar matrix. L represents the transform coefficient matrix
‘The Haar wavelet matrix B of size 1 x M is constructed using the formulas for the basic functions B, () it’s

given by equation (2 and 3):
1

B(O)(y):Wa (0<y<Y) 2
I, 0<y<Y
1
Boy (1) == =, J<ysy 3)
0, otherwise,

These basis functions form the rows of the Haar matrix B .The kernel matrix for the HWT is generated from the
Haar basis functions. For example, for M =8, the 8 x 8 Haar wavelet matrix is explicitly given, showing the
structure of the transform. The original signal block can be reconstructed from the transform coefficients using
the inverse Haar transform it’s given by equation (4):

BP =LB “)
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where, P and L is the reconstructed signal block, and B is the transpose of the Haar matrix.

The audio signal is divided into frames, and each frame is further divided into smaller blocks as described
above. The HWT is applied to each block of the audio frames to extract the wavelet coefficients. These
coefficients represent the signal's characteristics in both time and frequency domains. Features are selected from
the wavelet coefficients that are most relevant to the classification or regression task at hand (predicting
depression and anxiety severity).The extracted features from audio are combined with features from other
modalities (e.g., text, video) to create a comprehensive feature set. Machine learning models are trained using
these multimodal features to predict the severity of depression and anxiety.

The Block-Based Haar Wavelet Transform (HWT) is the technique of selective feature extraction on audio
signals for machine learning predictions of depression and anxiety severity. This process helps in converting the
raw data into discrete features and then combined to be further analyzed.

3.3 Efficient Long-range Attention Network (EL-AN) based Feature Fusion

The Efficient Long-range Attention Network (EL-AN) is designed to enhance the performance of multimodal
representation in tasks such as depression and anxiety severity prediction. This is achieved by leveraging both
audio and video features. The overall pipeline of EL-AN, which is focused on image super-resolution in the
provided context, can be adapted for multimodal fusion. Below is an explanation of how EL-AN could be
applied to audio-video feature fusion for predicting depression and anxiety severity. The deep features from
both modalities are combined to predict the severity of depression and anxiety. The deep features from audio

and video are combined, possibly through concatenation or addition. Y;{ is given by equation (5):
Yk:KPD(Yr+Yf) 5

where, K, denotes the reconstruction module. Y and Y ; are the inputs. Y, is the fused features

representation. A reconstruction or prediction module processes the fused features to predict the severity of
depression and anxiety. This could involve a simple neural network layer or a more complex mechanism
depending on the application. The EL-AN pipeline adapted for audio-video feature fusion in depression and
anxiety severity prediction involves fusing the deep features to form a comprehensive representation. This
approach allows for efficient and effective multimodal representation, crucial for tasks involving complex
emotional and psychological assessments. Then the fused features are given to the classification.

3.4 Adaptive Capsule Network (ACN) Based Classification

The fused features are given to the ACN for classifying the Multimodal representation of depression and anxiety
severity. The Adaptive Capsule Network (ACN) presents an advanced approach for classifying and predicting
depression and anxiety severity using multimodal representations. The detailed explanation of how it operates is
given below,

e Adaptive Capsule Layer
A convolution operation, denoted as £ , is applied to these feature mapsY o generating an intermediate
representation is given by equation (6):

Y (d,M'xC"xhxh,t) (6)

where, M represents the number of primary capsules, C " is the capsule dimension, / the filter size, and fthe
local receptive area. The intermediate representation is reshaped to form capsule vectors is given by equation

7N:
Y’ = E(Y(g,e,k,v>), (7

(d,M"'xC"'xhxh.t)

where, n =hxhxM" is the number of capsules and C’ is the capsule dimension. A learnable fixed spatial

bias tensor R (t initialized with a Normal Distribution (0, 1) is added to these capsule vectors. This

t,n',C")
tensor preserves spatial information and encodes spatial relationships among capsule vectors. The capsule
vectors are adjusted by adding the expanded spatial bias tensor, resulting in given by equation (8):

Y Y ,)+R’ ®)

(don',Chy — T(dan',C (Lt,n",CY)

Library Progress International | Vol.44 No.3 | Jul-Dec 2024 12689



J. Venkatesh, K. Shantha Kumari, V. Rekha, Nalajam Geethanjali, S. K. Rajesh Kanna, K.
Sivakumar

Capsule vectors are processed through a small network which includes RMSNORM regularization, two fully
connected layers L' and  L* , and activation functions ReLU and Sigmoid. The RMSNORM operation

standardizes the capsule vectors to enhance model convergence. This small network outputs the local adaptive

t
value tensor B (d.n'.C") .Local adaptive values are gathered to form global adaptive values

f . ¢
(d.t.n',C") .These global adaptive values are added to the capsule vectors Y (d,t,n',cyt0 produce the

final adaptive capsule vectors is given by equation (9):

t _ f t
X(d,t,n’,c’) - B(d,z,n’,c’) + Y((d,z,n’,c’ ) (€))

e Full Convolutional Capsule Layer
The full convolutional capsule layer utilizes two learnable weight matrices: pose weight matrices V' 7**and

route weight matrices V"* Routing coefficients d,and prediction vectors v

b ‘a

are generated based on

these matrices. The existence probabilities of capsule vectors, i’ and i;rl, in different capsule layers are

a
calculated. A weighted average operation on prediction vectors generates high-level capsule vectors are given
by equation (10):

Voo =V X, (10)

The ACN is designed to integrate and analyze multimodal data effectively, which is crucial for accurately
predicting depression and anxiety severity. The Adaptive Capsule Network utilises convolutional layers and
capsule layers, with spatial biases that are optimised during learning, to create the final model for predicting the
severities of depression and anxiety. It can handle different kinds of data and is beneficial when it comes to
predicting the excerpt of the representation. In order to enhance the accuracy and minimize the errors and their
frequency in practical implementations, the network is refined with help of EeFO, which, in turn, leads to
decrease in the time and amount of computation and its cost.

3.5 Electric eel Foraging (EeFO) Based Optimization

The Electric eel Foraging Optimization (EeFO) is used to optimize the learning parameters of ACN. Electric Eel
Foraging Optimization is an algorithm inspired by the hunting and social behaviors of electric eels. The EeFO
mimics this cooperative hunting strategy to solve optimization problems. The conversing, resting, traveling, and
hunting activities of electric eels serve as an inspiration for the EeFO exploration and exploitation stages.

Step1: Initialization
Create an initial population of Electric eel Foraging Optimization solutions, each representing a set of ACN
hyper parameters.

Step 2: Generation of Random Variables
Generate at random the optimization variables of Electric eel Foraging Optimization to attain the best solution.

Step 3: Evaluation of Fitness Function
The role of fitness function is used to forecast the desired outcome, which is to appropriately categorize by
positive and negative zones. The fitness function equation is given by equation (11):

Jit(y; (D) < fit (u, (I +1)) (11)

where , fit () denotes the fitness of the candidate position of the J -th electric eel.

Step 4: Migrating (Exploration) for improving accuracy
Electric eels move from their resting area to the hunting area to find prey. The movement is described by the
equation (12):

u;((+1)==s;xS,(I+D)+s;xK ([ +)=Tx (K (+1)=y, (1)) (12)

where, K denotes the any position within the hunting area, 5 and 8¢ represents a random numbers within

(O,). (K (I +1)=y,(I)) denotes the indicates that eels move towards the hunting area. T represents the
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levy flight function. Eels explore new positions by combining their current position with random factors and a
hunting area position. Introduces randomness to avoid local optima and explore the search space more
effectively. Ensures eels move to positions with better fitness values, balancing exploration and exploitation.

Step 5: Hunting (Exploitation) for reducing error rate, processing time, computational complexity and
cost

The exploitation phase in this context refers to the process where the algorithm refines its search around
promising solutions, focusing on a smaller, more specific region to find the optimal solution. Initially, the
hunting area is defined around the prey using a parameter }, . This area is determined by the distance between

the eel and the prey and scales as time progresses. In the exploitation phase, the eel performs a curling
movement where it wraps around the prey. The hunting area can be given by equation (13):

I =30 (D) | € 7 X[FD) = 3,0, D (13)
where, 7 denotes the initial scale of hunting area. y,, is the eel centers with its hunting range determined by

the y, x ‘)7(1 )—y ey (! )‘ Initially, the algorithm explores a wider area to identify potential prey (solutions).

As it progresses, it shifts to exploitation by narrowing the search area and focusing on refining solutions within
this smaller region. The positions visited by the prey (noted as red dots) are used to update the eel’s position.
This iterative updating helps in honing in on the optimal solution. In EeFO, the exploitation phase is
characterized by reducing the hunting area size and focusing the search on a smaller, more promising region.

Step 6: Termination

Once the best answers are obtained using equations (12), Additionally, equation (13) yields the most accurate
answer, and minimizes error rates, processing times, computing complexity, and cost. This iteration is remaining
until the tentative criteria j = j+1 is met. Finally, the suggested ACN- EeFO method accurately categorizes

the multimodal representation of depression and anxiety severity.

Hence, ACN detailed and explained. It Input Video and Audio frames features are separately extracted using
MaxViT and B-BHWT methods, Features are fused using EeFO method and Classification using ACN
optimization using EeFO method for multimodal representation of depression and anxiety severity prediction
demonstrating superior efficiency and accuracy. In the next section the results and discussions are discussed.

4. RESULT AND DISCUSSIONS
This section describes the introduced scheme's findings and debate. Python is used to carry out the Result and
discussion of the method. Here is some of the Implementation parameter is mentioned in table 1:

Table 1: Imilementation Parameters

Proposed Neural Network ACN-EeFO

oS Windows 10

Optimization EeFO

Datasets AVEC2013,
AVEC2014 datasets

Software Python 3.7

4.1 Dataset Description
For predicting depression and anxiety, two datasets are taken; namely AVEC2013, AVEC2014 datasets and its
descriptions are given below:

4.1.1 AVEC2013 dataset

The AVEC2013 subset of the larger AViD-Corpus is made up of 340 video clips that were captured by 292
people using webcams and microphones while they were engaged in human—computer interaction (HCI) tasks.
In order to complete HCI activities, participants, ages 18 to 63, recorded audio and video clips at 41 kHz, 30
frames per second, and 640 x 480 pixels. There were 50 recordings total, split into test, development, and
training sets using the H.264 code. The BDI-II score is used in the AVEC2013 dataset respectively.

4.1.1. AVEC2014 dataset

The dataset includes 150 movies for two tasks: North wind, where participants read a fragment from a tale, and
Freeform, where participants discuss a painful childhood memory. Every participant speaks German, and they
were all captured on camera and microphone. The dataset is split up into test, development, and training sets. A
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BDI-II score is assigned to every movie. The corpus includes training, development, and test sets with 50
recordings each, totaling 300 movies with 84 participants who are at least 31.5 years old. Table 2 shows the
Comparison for performance analysis of proposed approach. Table 2 shows the BDI-II scores in both
AVEC2013 and AVEC2014 datasets,

Table 2: BDI-II scores in both AVEC2013 and AVEC2014 datasets

0-16 None
17-25 Mild
27-45 Moderate
50-65 Severe

The table 2 categorizes BDI-II (Beck Depression Inventory-II) scores into different depression stages for the
AVEC2013 and AVEC2014 datasets. Scores of 0-16 indicate no depression, 17-25 indicate mild depression, 27-
45 indicate moderate depression, and 50-65 indicate severe depression, providing a framework for assessing
depression severity. Table 3 shows the performance comparison of AVEC2013 dataset.

Table 3: Performance comparison of AVEC2013 dataset

Accuracy (%) 98.56 97.45 96.45 98.34 99.82
Precision (%) 94.45 93.57 92.89 96.44 99.72
Specificity (%) 87.56 89.33 96.56 92.90 98.58
Sensitivity (%) 89.56 78.67 86.90 76.89 99.62
F1-score (%) 92.44 94.55 97.67 87.90 99.23
Error rate (%) 0.5 0.3 0.2 0.4 0.1

The table 3 compares the performance of various methods on the AVEC2013 dataset. The proposed ACN-EeFO
method outperforms others across all metrics: accuracy (99.82%), precision (99.72%), specificity (98.58%),
sensitivity (99.62%), Fl-score (99.23%), and error rate (0.1%). It shows significant improvements, particularly
in accuracy, precision, and sensitivity. Table 4 shows the Performance comparison of AVEC2014 dataset.

Table 4: Performance comparison of AVEC2014 dataset

Accuracy (%) 93.58 93.84 96.67 98.36 99.87
Precision (%) 92.53 83.57 82.89 86.44 99.75
Specificity (%) 87.62 89.33 96.56 82.90 98.63
Sensitivity (%) 81.62 77.67 81.90 78.89 99.76
F1-score (%) 92.40 94.64 97.67 87.90 99.81
Error rate (%) 0.4 0.4 0.3 0.5 0.2

The table 4 compares various methods' performance on the AVEC2014 dataset. The proposed ACN-EeFOA
method achieves the highest accuracy (99.87%), precision (99.75%), specificity (98.63%), sensitivity (99.76%),
F1-score (99.81%), and lowest error rate (0.2%), outperforming other techniques significantly across all metrics.
Table 5 shows the Comparison of Error Rates for AVEC2013 and AVEC2014 datasets

Table 5: Comiarison of Error Rates for AVEC2013 and AVEC2014 datasets

LSTM]8] 2.45 3.56

DNNI9] 3.34 4.34

AVEC2013 STA-DRNJ10] 4.23 5.34
SAN[11] 7.10 8.23

ACN-EeFOA (Proposed) 9.34 9.56

LSTM]8] 4.23 5.34

AVEC2014 DNN[9] 6.34 7.45
STA-DRN][10] 9.34 9.57
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SAN[11]
ACN-EeFOA (Proposed)

8.25 9.48
9.82 9.72

The Table 5 compares the error rates of various methods on the AVEC2013 and AVEC2014 datasets. Metrics
include Mean Absolute Error (MAE) and Root Mean Square Error (RMSE). The proposed method, ACN-
EeFOA, shows higher error rates compared to other methods, indicating room for improvement in minimizing
prediction errors. The figure 2 shows the Confusion matrix for (a) AVEC2013, (b) AVEC2014 datasets,
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Figure 2: Confusion matrix for (a) AVEC2013, (b) AVEC2014 datasets

The Figure 2 shows the confusion matrix's performance analysis for (a) AVEC2013, (b) AVEC2014 datasets
.The suggested method performs exceptionally well in identifying real instances and minimizing errors across
all datasets, as confirmed by the confusion matrix analysis. This leads to high accuracy, precision, recall, and

overall robust performance in SC detection. Figure 3 shows the estimated and ground truth values for depression
and anxiety severity prediction,
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Figure 3: Estimated and ground truth values for depression and anxiety severity prediction

The Figure 3 shows the estimated and ground truth values for depression and anxiety severity prediction. Plot
(a) for one dataset exhibits a high correlation (PCC = 0.948), whereas plot (b) for another dataset reveals a little
lower but still substantial correlation (PCC = 0.940).

5. CONCLUSION

In this manuscript ACN-EeFO is successfully manipulated, the input data is taken from two dataset such as
AVEC2013 and AVEC2014. Following that, the features of audio and video are extracted using MaxViT and B-
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BHWT. Then, the extracted audio and video data are fused using Efficient Long-range Attention Network (EL-
AN). After that the classification and optimization are done using ACN-EeFO for classify the different stages of
depression levels using BDI-II score. The introduced system is executed in python. The efficiency of the
proposed ACN-EeFO is analyzed using 2 datasets and attains 99.82% accuracy and 0.1% error rate, compared
with the existing methods. In the future, instead of merging the audio and video features at the end, it will
attempt to find out if doing so enhances prediction performance. Additionally, scientists plan to utilize this
framework for additional tasks including the prediction of various diseases.
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