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 ABSTRACT 
Background: It is crucial to pay attention to the classify data. The classification of data via Support Vector 
Machine (SVM) approach has severe restrictions. Corresponding to this, the intriguing improvements could not 
be accomplished without a suitable Support Vector Machine (SVM) classifier improvement and it is of high 
significance to build a machine learning model which can accurately classify the data. In this paper, an enhanced 
framework is proposed mainly used for classifying the data by introducing a hyperplane.  
Objective: The most important aspect of this whole framework is to create an enhanced version of recently 
developed evolutionary algorithm known as Social Ski Driver (SSD) optimization. As far as we know, enhanced 
version of SDD optimization algorithm have not yet used in SVM hyperparameter optimization to classify data. 
Methods: We, improvise Social Ski Driver (SSD) exploitation ability, with Levy flight. To verify this, the 
proposed method is then applied to balanced, imbalance and multiclass datasets with higher dimensionality from 
the UCI repository then empiercally compared with Grid Search, PSO and SSD-SVM. 
Results: The result achieved shows that ESSD-SVM is capable of finding, optimal solution and better 
performance classification as compared with other approaches  
Conclusion: The proposed ESSD-SVM model's effectiveness is demonstrated by its accuracy that indicates that 
it optimizes classification performance for hybrid models, which takes less time. 
 
Keywords:  1, Particle swarm optimization 2, Ski-driver algorithm 3, Metaheuristic Algorithm 4, Support vector 
machines 5, Grid Search 6 Evolutionary optimization.  
 

 

I. INTRODUCTION  

Support Vector Machines are primarily used in area of classification and regression problems [1][2]. They solve 
problem by creating a boundary among them. It uses kernel trick for complex data transformation from higher 
dimensional space based on input and output parameters [2]. 
Hence, we should carefully choose kernel parameter values as classifier performance is majorly dictated by its 
value. Searching of all the possible values of parameter, could take polynomial time [2] problem, considering all 
the possible subset of values. The search can also be considered at random. But we often might end up with a 
solution with is not optimal. Thus, to obtain optimal solution heuristic or evolutionary optimization comes handy. 
Support vector machine algorithm takes training set {X୧} as an input and output {Y୧} vector whose value is {-1, 
+1} known as class labels. Now, what this algorithm does it tries to search for a hyperplane which is defined 
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mathematically as (W.X) + B = 0 Here W is perpendicular to hyper plane, B is called as Bias. 

This hyperplane is obtained by finding minima of 
ଵ

ଶ
|W|ଶ under the constraint 

 Y୧(WX୧ + B) ≥ 1; where i is a natural number 
After solving that minimization problem to find hyperplane we get a quadratic equation. 

Q = ∑α୧ −
ଵ

ଶ
∑α୧α୨Y୧Y୧X୧X୨ 

Where i and j are natural number from 1 to n 
Q is maximized under the condition ∑α୧Y୧ = 0 and C≥ α୧ ≥ 0 
C is called as penalty whose value is a balance between training error and the margin width. 
And width is calculated as W = ∑α୧Y୧X୧ 
Hence on solving dual optimization we get following decision boundary 
sign(∑α୧Y୧(X୧X) + B) 
This is applicable for linear classification but for non-linear classification above equation is updated as follows 
sign(∑α୧Y୧K(X୧X) + B) 
Where K(X୧X) is transformation function 

We will use Radial Basis Function (RBF) e
ห౔౟ష౔ห

మ

ಚమ kernel. for our classification. Where σ is the length of the width 
of the hyperplane separating different classes of data. 
Evolutionary algorithm optimization strategy is derived from the biological paradigm which aims in finding best 
possible results [3] It is simple yet effective. Evolutionary computation has been used in various areas such as 
scientific and industrial research [4]. Over the recent years many Evolutionary Algorithms had been developed 
such as particle swarm optimisation (PSO) [5] which mimics food searching behaviour of swarms of birds. Ant 
colony optimization (ACO) [6][39] which is inspired by ants behaviour to find food by following the pheromone 
lay down by them for directing each other.  
However, these optimization techniques have some cons such as PSO algorithm could get stuck at local optima 
or ACO performance might get affected due to slow convergence rate. 
In this paper we have proposed a variation to Ski Driver Algorithm [37], which has shown considerably a better 
result than other optimization algorithm as mentioned in literature survey. To improve the Ski Driver's 
optimization performance, we enhanced its solution exploration capability by using levy Flight [7] mechanism, 
so that it will not fall into local optima. And these levy flight jumps not only improve solution exploration 
capability, but also improve its convergence rate as shown in empirical analysis. 
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Fig. 1 Ski drivers agents position to find best solution. 

 

Fig. 2 the figure depicts the movement of three Ski drivers agents in solution space. S1, S2 and S3 are ski drivers 
agents moving towards the average of the best three solutions. S1, S2 and S3 travel in a nonlinear direction to find 
best solution. 
Levy flights follow the paths of intervenient free exploration, and its effectiveness [8][9][10][11][12] has been 
proven in finding optimal pattern of various problem, we can set a threshold to follow some levy flight exploration 
at this rate along with Ski driver's solution exploration pattern, thus creating a hybrid approach. 
The main highlights of this paper's contribution are. 
1. Enhanced Ski driver's algorithm has been used for first time in SVM. 
2. Enhancing Exploration capability of Ski Driver's Algorithm by using Levy Flight Algorithm. 
3. Using threshold to control exploration pattern by using two functions, for instance like SSD function and Levy 
flight function for developing Enhance SDD. 
4. Validating proposed model again different data types for instance balanced imbalance and multiclass datasets. 
The remainder of the document is arranged accordingly: Section II gives us the literature review regarding 
Evolutionary Algorithm with regards to finding optimal solution. In Section III we describe working of proposed 
ESDD Algorithm. While its result and analysis has been given has been mentioned at Section IV. Section V 
discusses about the future direction of this research and its applicability, along with its conclusion. 

II.. LITERATURE SURVEY 

Selection of kernel parameters is an optimization problem, with the objective in mind to enhance classifier 
Performance. Many articles have been published in the literature whose main goal is to find optimal solution. Like 
[13] discusses about the challenges for finding the optimum value of C and gamma which also suggested to use 
evolve method to find a better solution. 
As described here, evolutionary algorithms are prevalent in this domain because they are agile and have the 
capability to escape local optima. 
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Since the inception of Genetic Algorithm (GA) [14], is popularly being used in finding optimal solution. With 
respect to SVM it has been used to fine tune the parameters of SVM. 
Then, we had developed hybrid version Genetic Algorithm as an advance Genetic-Quasi-Newton [15], where the 
agent based which is used to minimize the edge to traverse, by leaving one out error.  
Particle Swarm Algorithm (PSO) [16] is a powerful technique, which has a wide variety of application, such as 
an optimizer function, in Artificial intelligence and Fuzzy system. In regard to optimize C, gamma parameters we 
observe in, lagrangian multiplier has not been considering in PSO. Thus, introducing need to consider need to be 
taken that in to account while optimizing hyperparameter. 
This algorithm was then used by [17], as he observed that this algorithm might stuck in local optima, and he also 
considers lagrangian multiplier, thus introducing, Firefly Algorithm in order to simultaneously optimize them and 
uses bioluminescent property to explore solution. That finds optimal value. While In [18], they consider Dynamic 
error measurement forecasting technique in terms of MAPE and RSME, to find C and gamma values. 
A recent study [10] shows us that in some, evolutionary algorithm population can shift 90 degree after an 
examination of exploration space, which then follows a pattern of levy flight, to explore the optimal solution, 
whose effectiveness has already been seen in various areas [8][9][10][11][12]. 
This paper [35] discusses about the Challenges in evolutionary algorithms in context of machine learning for 
instance running time, convergence, and parameters values. Along sides its various application for example to 
find the optimum value of machine learning algorithm parameters and feature selection. 
As there are a lot of evolutionary algorithms, it poses the question about its effectiveness. 

According to No Free lunch theory [19], no single solution is possible for all the optimizations; with the 
emergence of new algorithm there exists a possibility of achieving a better mechanism that will provide trade off 
rate between exploration and exploitation. But these are domain sensitive, as NFL states that we should focus on 
problem which is currently at hand along with its assumptions. And if we have a multi-objective function then we 
need to simultaneously address those entire objectives which are rarely possible. Hence, we use heuristic approach 
in finding optimal solution. 

This inspires us to enhance and develop hybrid meta-heuristic algorithm based on Levy flight. 
SSD itself has been motivated by PSO [17] gray wolf optimization [20] and sine cosine algorithm [21], to find 

optimum solution. 
Following is the contribution of this paper. 

1. To create a solution for the problem this would be optimum with faster convergence rate. 
2. To address the viability the proposed methodology with variety number of data set with already 
established benchmark. 
3. To find a balance rate between the exploration and exploitation rate with the help of levy flight.  

SSD has been used recently in many areas like this paper [22] discusses about drugs toxicity levels analysis via 
rough set to deduce number of features SSD is also used in signature authentication [23] in conjunction with deep 
convolutional neural network, basically its used to optimize weighting function that has been build on the 
foundation of classification algorithm, with high precision and sensitivity. Another example is power restoration 
system with Voltage Source Converter based High Voltage Direct Current (VSC-HVDC) in which [24] where 
SSD along with Deep Neural Network is used with VSC-HVDC to restore power faster and gracefully in 
comparison to conventional PI conte Proportional and Integral, controller. 

A. Current Work 

1) Social Ski Driver Algorithm. 
Social Ski Driver Algorithm is inspired by the nature’s evolutionary phenomena. As Ski Driver exploration pattern 
mimics this process while descending hill. 
Following parameters use to mathematically describe the process. 

Agents Position (x୧
ୖ౤

): Location of agent helps us in calculating the objective function value in N dimensional 
space 
Last best position (P୧): This Defines an agent's cost function, which is used to compare the best position of the 
other agent. And its location is then preserved as the best location in the region. 
Mean global best (M୧): It represents the Global best, obtained by taking mean of top three 
Solution in terms of fitness achieved so far. 
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Symbols Meaning 

𝐕𝐢 Agents Velocity at X୧ position 

𝐗𝛂, 𝐗𝛃 𝐚𝐧𝐝 𝐗𝛄 Best 3 solutions 

𝐫𝟏, 𝐫𝟐 Random number between [0, 1] 

𝐏𝐢 Agent’s local best position 

𝐌𝐢 Global best position 

𝐜 constant value trade-off between 
exploitation and exploration rate 

𝐭 current iteration 

𝛂 Value of α reduce c 

 

M୧ =
X஑ + Xஒ + Xஓ

3
                                     (1) 

X୧
୲ାଵ = X୧

୲ + V୧
୲                                             (2) 

V୧
୲ାଵ=൝

when rଶ >
ଵ

ଶ
  then c. cos rଵ(P୧

୲ − X୧
୲) + c. cos rଵ(M୧

୲ − X୧
୲)

rଶ ≤
ଵ

ଶ
 then c. sin rଵ(P୧

୲ − X୧
୲) + c. sin rଵ(M୧

୲ − X୧
୲)

    (3) 

c୲ାଵ = αc୲                                                     (4) 

α ∈ (0,1)                                                        (5) 

 
Sine and cosine function in Equation 3 gives a better exploration capability, along with guided search. 

2) . Levy Flight  
Levy Flight [25][26][27][28][29][30][31] is defined as a random distribution of number over non-Gaussian search 
space, from levy stable distribution. In that we have two components, random direction and step length, the step 
length comes from probability distribution function over levy distributionWhile random direction is governed by 
levy stable distribution which follows power law frequency, defined as in equation 6. 

Symbols Meaning 

𝐮,𝐯 derived from normal distribution 

Β Index between (0, 2) 

𝐒  Step length 

 

L(s)~|s|ିଵିஒ                                                              (6) 

S =
u

|v|
ଵ

ஒൗ
                                                                    (7) 

u~N(0, σ୳
ଶ ), v~N(0, σ୴

ଶ),                                 (8) 

Where                  σ୳ = ൝
୻(ଵାஒ) ୱ୧୬ቀ

ಘಊ

మ
ቁ

୻ቂ
భశಊ

మ
ቃஒଶ

(ಊషభ)
మൗ
ൡ

ଵ
ஒൗ

             (9) 

Hence 
stepsize = 0.01 × S                                            (10) 

 
In which 0.01 is multiplier factor, as S/100 is the normal length, else we will aggressively do levy flight search, 
dropping off some solution outside domain. 

III. THE PROPOSED NEW ENHANCED SKI DRIVER ALGORITHM. 

Initial stage involves pre-processing of data, where we normalize feature in the range 0 to 1. This not only 
improves classification performance but also help us to realize the important feature. Then we use SMOTE 
Algorithm to create balance among various classes of data. The list of parameters involving optimization decides 
the dimension of search space. 
Agents positions are initialized randomly and updated as per the equation 2, if random probability has value more 
than 0.5, else will be updated by our designed position update equation. 
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Symbol Meanings 

𝐗𝐢
𝐭 Position of ith particle at t iteration 

⨂ Element wise multiplication 

𝐕𝐢
𝐭 Agents Velocity at X୧ position 

𝐋𝐞𝐯𝐲_𝐰𝐚𝐥𝐤(𝐗𝐢
𝐭) Stepsize 

 
By using levy flight we can able to make a leap, to explore other optimal solution, after reaching a particular 
threshold. This will facilitate global exploration within search space. 
 

X୧
୲ାଵ = V୧

୲ + ω ∗ Levy୵ୟ୪୩(X୧
୲)                                         (11)  

Where 

       ω = 0.1 + 0.8 × ൬1 −
current୧୲ୣ୰ୟ୲୧୭୬

total୧୲ୣ୰ୟ୲୧୭୬
൰,               (12) 

And 

Levy_walk(X୧
୲) = X୧

୲ + step⨂random൫size(X୧
୲)൯     (13) 

Where 
                            step = stepsize ∗ X୧

୲                                (14) 

 
stepsize Value is derived from Equation (13). 
While number of agents that are going to participate, is predetermined by user 
 

Steps Description 

Normalization data is trasformed so that all features are 
scaled within same range, for further 
processing by SVM. 

Data Partition Data is divided into equal size subsets such 
that they do not overlap 

Training dataset Data set used to train SVM 
Validation dataset Dataset used to tune hyperparameters 

Testing Dataset Dataset used to evaluate the model 

Fitness Evaluation Evaluates the proximity of solution to 
desired optimal solution 

. 
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Fig.2. Flow Chat of Enhanced SDD based Optimization method for finding Hyperparameter of SVM 
 
The above figure 2 depicts the optimization of SVM parameters by proposed method. The optimization process 
is divided in two phases. In first phase we will find the value of C, gamma by calculating and updating fitness 
value, with the help of proposed model. Thus, we will be able to get better fitness value by using levy flight 
mechanism to escape local minima. While in second phase we will validate the result obtained in first phase. 
These phases are same as that of SDD algorithm with only modification applied as per the above stated definition, 
of optimization SDD algorithm. The pseudo code of ESDD is shown below 
 
Algorithm 1  

ESDD for parameter optimization. 

1: Initialize the agents with random positions, Max_Iter, Pop_Size 
2: Generate the velocity for agents 
3: Evaluate fitness function value 
4: iteration=1 
5: while (iteration < Max_Iter) do 

6: 𝜔 = 0.1 + 0.8 × ቀ1 −
௖௨௥௥௘ ೔೟೐ೝೌ೟೔೚೙

௧௢௧௔௟೔೟೐ೝೌ೟೔೚೙
ቁ 

7:   for j=1 to Pop_Size do 
8:   if rand ( ) < 0.5 then 
9:   Update agent’s velocity and position by    
 Equation (2) and (3) respectively 
10:   else 
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11:   Update agent’s velocity and position by    
 Equation (2) and (11) respectively 
12:   end if 
13:   Position values are brought to the boundary value when its   
 values are moved out of the boundary 
14:   Compute the fitness function for new agent 𝑋௝ 

15:   if 𝑓𝑖𝑡(𝑖) < 𝑓𝑖𝑡𝑏𝑒𝑠𝑡 then 
16:   select k best agents through Classifier’s Evaluation and store its value. 
17:   end if 
18:  end for 
19: Record the best solution 
20: iteration=iteration+1 
21: end while 
22: Output the best solution 

 
The ESSD algorithm is effective in preserving equilibrium between exploration and exploitation and avoids 
premature convergence and local optima. Such advantages are an additional add-on to find global optima for 
SVM. 

A. Data Pre-processing Stage 
In this stage we first change all the nominal features to numerical values followed by normalizing those numerical 
values in the range [0, 1] so that they can follow normal distribution curve having mean μ=0 and standard deviation 
σ=1. 
Now, the data set is divided into three segment that is testing, training and validation. During validation phase 
algorithm searches the best value of C and gamma based on fitness value, then uses it to train model then test it. 

B. Fitness Computation 
Since, our model will be trained against imbalance class data. This could lead us to erroneous inference as 
accuracy may not be able to differentiate between correlated labels which belong to other class. Thus, the objective 
of our model will be to maximize sensitivity. 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = −𝑆 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
             (15) 

The optimum value of C and gamma will be obtained at position where the sensitivity is maximum. 

IV. EXPERIMENT RESULT AND OBSERVATION 

In this part, we will assess our proposed algorithm and contrast it with the state-of-the-art SDD SVM. algorithm 
along with PSO-SVM [17] and BA-SVM [32]. The algorithm is implemented in python3 [33], 
Matplotlibtools.py [34] library was used to create graph to analyze the result. 

A. Dataset Used 

In our work we have used 8 benchmark dataset from 𝐾𝐸𝐸𝐿ଵ to access the performance of ESSD SVM. The 
variance in dataset can be seen as the data which is having imbalance ratio more than 9 while other less than that, 
here imbalance ratio means magnitude of majority class instances present every minority group. As mentioned in 
table 1. 
We will use K folds cross validation method to evaluate our model, by dividing dataset into K sub groups. Out of 
those group one group will be used in used in validation and one in testing phase while the rest group, will be 
used to train our model. This process will be repeated K times, then in the end we compute the result by taking 
average of every iteration along with standard deviation. 
The criteria used to access the suitability of our proposed model are sensitivity, specificity and Area Under the 
curve. That determines the proportion of true positives or true negatives that are correctly classified by our 
classifier in terms of sensitivity and specificity respectively. 
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TABLE 1 

DATASETS PROPERTY 
Dataset No. of Instances Attributes No. Imbalance Ratio 

Ecoli2 Ecoli3 
 

336 7 5.46 8.6 
 

Glass
0 

Glass
6 

Glass
4 

Glass
2 

 

214 9 2.0
6 

6.3
8 

15.4
6 

11.5
9 

 

WineQuality_white-9_vs_4 168 11 32.6 
Poker Hand 244 10 29.5 

 

B. Parameters optimization 

In this part, we will equate the efficiency of the proposed method to those of other approaches and then analyze 
the result obtained. To test the statistical significance of the result, Wilcoxon Signed rank test is done, which is a 
non-parametric test for pair wise data, based on ranking and considers the sign and magnitude of differences 
between absolute values. In which null hypothesis is no difference between data pair. We reject null hypothesis 
when p value is less than 0.005 means the difference statistically significant. Now let’s first we investigate Grid 
search [38] method, as we can observe the table 2 the sensitivity of proposed model is better in comparison to 
Grid search. Followed by Wilcoxon Signed rank test expect Glass6 data set, rest having statistical significance 
value less than 0.005. Apart from this we also see that Grid search computation time is higher as compared 
proposed method. This is because in case of Grid Search the computation increases exponentially when number 
of searching parameter increase or searching range is increased.  
When we compare to PSO-SVM and BA-SVM with ESDD-SVM, we see that proposed method performs better 
in terms of specificity, sensitivity and AUC but also observe that statistically significant value is more than 0.005 
for Glass6 and Glass4 in case PSO while in case of BA significant value is more than 0.005 for Ecoli2, Glass0 
and Glass4. 
Now we compare SDD with ESDD, out of 8 dataset 3 dataset has similar specificity, sensitivity and AUC 
measures, while the rest have significantly higher value of specificity and AUC with statistical significance value 
less than 0.005. This shows that ESDD outperforms the stated methods. 

TABLE 2 

COMPARISON BETWEEN THE ESSD-SVM AND GRID SEARCH SVMS ALGORITHMS IN TERMS OF SENSITIVITY, 
SPECIFICITY, AND AUC 

Dataset IR Grid Search SVMs ESSD-SVM p value for Wilcoxon 
testing 

Sen. Spc. AUC Sen. Spc. AUC Sen. Spc. AUC 

D1 5.46 0.90 ± 
0.08 

0.93 ± 
0.03 

0.92 ± 
0.04 

0.98 ± 
0.05 

0.95 ± 
0.02 

0.97 ± 
0.06 

<0.005 <0.005 <0.005 

D2 8.6 0.88 ± 
0.08 

0.91 ± 
0.03 

0.89 ± 
0.05 

0.93 ± 
0.06 

0.96 ± 
0.04 

0.94 ± 
0.06 

<0.005 <0.005 <0.005 

D3 2.06 0.85 ± 
0.10 

0.90 ± 
0.02 

0.88 ± 
0.05 

0.96 ± 
0.04 

0.91 ± 
0.01 

0.93 ± 
0.02 

<0.005 <0.005 <0.005 

D4 6.38 0.76 ± 
0.05 

0.81 ± 
0.04 

0.80 ± 
0.04 

0.79 ± 
0.14 

0.85 ± 
0.08 

0.83 ± 
0.1 

0.0054 <0.005 <0.005 

D5 15.46 0.89 ± 
0.13 

0.97 ± 
0.02 

0.95 ± 
0.06 

0.94 ± 
0.02 

1 ± 0 0.96 ± 
0.02 

<0.005 <0.005 <0.005 

D6 11.59 0.96 ± 0.97 ± 0.96 ± 0.98 ± 0.99 ± 0.99 ± <0.005 <0.005 <0.005 



 
Ashish Kumar Namdeo, Dileep Kumar Singh 

Library Progress International| Vol.44 No.3 | Jul-Dec 2024                                                 12928 

0.02 0.02 0.02 0.01 0.06 0.04 

D7 32.6 0.93 ± 
0.04 

0.97 ± 
0.02 

0.95 ± 
0.03 

0.97 ± 
0.02 

1 ± 0 0.98 ± 
0.06 

<0.005 <0.005 <0.005 

D8 29.5 0.84 ± 
0.05 

0.88 ± 
0.06 

0.85 ± 
0.04 

0.87 ± 
0.07 

0.98 ± 
0.04 

0.95 ± 
0.06 

<0.005 <0.005 <0.005 

 
In this table 2 we not only see that ESSD have been outperformed in terms of AUC but also had shown significance 
improvement in terms of sensitivity as well for all D1 to D8 dataset which would help us in finding local optima 
with better prediction. 

TABLE 3 

COMPARISON BETWEEN THE ESSD-SVM AND PSO-SVM ALGORITHMS IN TERMS OF SENSITIVITY, SPECIFICITY, 
AND AUC 

Dataset PSO-SVM ESSD-SVM p value for Wilcoxon 
testing 

Sen. Spc.  AUC Sen. Spc. AUC Sen. Spc. AUC 
D1 0.97 ± 

0.03 
0.93 ± 
0.02 

0.95 ± 
0.03 

0.98 ± 
0.05 

0.95 ± 
0.02 

0.97 ± 
0.06 

0.0064 <0.005 0.0051 

D2 0.91 ± 
0.04 

0.88 ± 
0.06 

0.89 ± 
0.05 

0.93 ± 
0.06 

0.96 ± 
0.04 

0.94 ± 
0.06 

<0.005 <0.005 <0.005 

D3 0.90 ± 
0.03 

0.88 ± 
0.02 

0.90 ± 
0.03 

0.96 ± 
0.04 

0.91 ± 
0.01 

0.93 ± 
0.02 

<0.005 <0.005 <0.005 

D4 0.73 ± 
0.08 

0.79 ± 
0.06 

0.78 ± 
0.06 

0.79 ± 
0.14 

0.85 ± 
0.08 

0.83 ± 
0.1 

<0.005 0.006 <0.005 

D5 0.94 ± 
0.03 

1 ± 0.00 0.97 ± 
0.01 

0.94 ± 
0.02 

1 ± 0 0.96 ± 
0.02 

0.0062 0.0059 0.0058 

D6 0.96 ± 
0.02 

0.98 ± 
0.01 

0.98 ± 
0.01 

0.98 ± 
0.01 

0.99 ± 
0.06 

0.99 ± 
0.04 

<0.005 <0.005 <0.005 

D7 0.95 ± 
0.03 

1 ± 0.00 0.97 ± 
0.02 

0.97 ± 
0.02 

1 ± 0 0.98 ± 
0.06 

<0.005 <0.005 <0.005 

D8 0.84 ± 
0.06 

0.86 ± 
0.04 

0.85 ± 
0.04 

0.87 ± 
0.07 

0.98 ± 
0.04 

0.95 ± 
0.06 

<0.005 <0.005 <0.005 

 
Form the above table 3, it’s clear that we get so see a lot of improvement in AUC for ESSD as compared to PSO 
with is under statistically significant as proven by Wilcoxon test. 
 

TABLE 4 

COMPARISON BETWEEN THE ESSD-SVM AND BA-SVM ALGORITHMS IN TERMS OF SENSITIVITY, SPECIFICITY, AND 

AUC 
Dataset BA-SVM ESSD-SVM p value for Wilcoxon 

testing 

Sen. Spc. AUC Sen. Spc. AUC Sen. Spc. AUC 

D1 0.98 ± 
0.02 

0.94 ± 
0.03 

0.96 ± 
0.03 

0.98 ± 
0.05 

0.95 ± 
0.02 

0.97 ± 
0.06 

0.0063 0.0058 0.0064 

D2 0.91 ± 
0.03 

0.89 ± 
0.05 

0.9 ± 
0.04 

0.93 ± 
0.06 

0.96 ± 
0.04 

0.94 ± 
0.06 

<0.005 <0.005 <0.005 

D3 0.92 ± 
0.02 

0.9 ± 
0.03 

0.91 ± 
0.03 

0.96 ± 
0.04 

0.91 ± 
0.01 

0.93 ± 
0.02 

0.006 <0.005 <0.005 

D4 0.72 ± 0.78 ± 0.76 ± 0.79 ± 0.85 ± 0.83 ± <0.005 <0.005 <0.005 
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0.05 0.07 0.06 0.14 0.08 0.1 

D5 0.94 ± 
0.04 

1 ± 0 0.96 ± 
0.03 

0.94 ± 
0.02 

1 ± 0 0.96 ± 
0.02 

0.0061 0.006 0.0059 

D6 0.97 ± 
0.04 

0.98 ± 
0.02 

0.98 ± 
0.03 

0.98 ± 
0.01 

0.99 ± 
0.06 

0.99 ± 
0.04 

<0.005 <0.005 <0.005 

D7 0.94 ± 
0.02 

0.99 ± 
0.01 

0.97 ± 
0.04 

0.97 ± 
0.02 

1 ± 0 0.98 ± 
0.06 

<0.005 <0.005 <0.005 

D8 0.85 ± 
0.05 

0.88 ± 
0.04 

0.86 ± 
0.05 

0.87 ± 
0.07 

0.98 ± 
0.04 

0.95 ± 
0.06 

<0.005 <0.005 <0.005 

 
In table 4, we see that there is some gain in overall AUC with respect to all data set but for some data like D1 and 
D3 we observe there is not much improvement in terms of sensitivity for ESSD 

TABLE 5 

COMPARISON BETWEEN THE SSD-SVM AND ESSD-SVM ALGORITHMS IN TERMS OF SENSITIVITY, SPECIFICITY, 
AND AUC 

Dataset SSD-SVM ESSD-SVM p value for Wilcoxon 
testing 

Sen. Spc. AUC Sen. Spc. AUC Sen. Spc. AUC 
D1 0.97 ± 

0.05 
0.94 ± 
0.02 

0.95 ± 
0.04 

0.98 ± 
0.05 

0.95 ± 
0.02 

0.97 ± 
0.06 

0.0063 0.0058 0.0064 

D2 0.92 ± 
0.08 

0.94 ± 
0.04 

0.91 ± 
0.06 

0.93 ± 
0.06 

0.96 ± 
0.04 

0.94 ± 
0.06 

<0.005 <0.005 <0.005 

D3 0.92 ± 
0.04 

0.91 ± 
0.02 

0.92 ± 
0.03 

0.96 ± 
0.04 

0.91 ± 
0.01 

0.93 ± 
0.02 

0.006 <0.005 <0.005 

D4 0.78 ± 
0.12 

0.82 ± 
0.08 

0.81 ± 
0.1 

0.79 ± 
0.14 

0.85 ± 
0.08 

0.83 ± 
0.1 

<0.005 <0.005 <0.005 

D5 0.94 ± 
0.02 

1 ± 0 0.96 ± 
0.02 

0.94 ± 
0.02 

1 ± 0 0.96 ± 
0.02 

0.0061 0.006 0.0059 

D6 0.98 ± 
0.01 

0.99 ± 
0.01 

0.99 ± 
0.01 

0.98 ± 
0.01 

0.99 ± 
0.06 

0.99 ± 
0.04 

<0.005 <0.005 <0.005 

D7 0.97 ± 
0.03 

1 ± 0 0.98 ± 
0.01 

0.97 ± 
0.02 

1 ± 0 0.98 ± 
0.06 

<0.005 <0.005 <0.005 

D8 0.86 ± 
0.07 

0.92 ± 
0.04 

0.87 ± 
0.06 

0.87 ± 
0.07 

0.98 ± 
0.04 

0.95 ± 
0.06 

<0.005 <0.005 <0.005 

 
As we observe table 5, we notice that ESSD have gained some performance in terms of AUC as well as specificity 
and sensitivity by some nominal points.  
The explanation behind this is as follows. 
1. The agents move towards mean of top three best positions, even if there is a possibility of getting stuck 
at local minima it will take a leap towards other search space and check whether if it’s still better just before 
convergence and update location accordingly. While in case of PSO and BA they move towards global best or 
previous best location without considering other option, hence there exists a possibility of trapping in local optima. 
2. The agents in BA and PSO follows straight path, whereas in case of SSD agents have flexibility to change 
the direction of exploration as it uses Sin and Cosine function to update velocity. In case of ESSD apart from 
following Sine and Cosine path it also follows a shot path followed by sudden shift of 90° at regular intervals. 
3. The parameters in PSO algorithm needed to be determined in advance, but in BA and SSD parameters 
are updated iteratively, thus able to escape local solution better. 
It’s worth mentioning that for imbalanced data it performs better for higher IR ratio, which shows resilience 
towards imbalance dataset. It also maintains the balance between sensitivity and specificity. Also, the value of 
hyperparameters changes for every dataset as it depends on the dimensionality and transformation applied which 
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changes the distance between data pairs. 

 
Fig.3. Comparison graph of optimization algorithms 
 
Now to check its performance under different dataset, we have used the following data set where as above figure 
3 represent comparison in terms of sensitivity, specificity and AUC. 
1. Balanced dataset: We are using Iris and Liver data dataset from UCI repository and have been compared to 
paper [36] result to seek its effectiveness in case of balanced data 
2. High dimensional dataset: In this we have Sonar dataset from UCI repository with more features as compared 
to other dataset to test its suitability among higher dimensional data. Table 6 shows its potential to perform better 
in this scenario as well. Result obtained compared with result in [17]. 
3. Multiclass dataset: For this Iono data set obtained from UCI repository which has of three classes. To classify 
these classes, we had slightly modified SMOTE part, which is used in binary classifier to balance data, by 
generating minority class data. In multiclass problem we identify majority class data one with highest sample, 
then we generate minority class data to over sample data. The result then compared with result in paper [36] 

TABLE 6 

ESSD TEST ON DIFFERENT DATASET. 

Datasets Classes Dim 
No. 

Sen. Spc. AUC Previous 
results 

Iris (50/50) 4 1 ± 0 1 ± 0 1 ± 0 Acc. (100%) 

Liver (145/200) 6 81.07 ± 0.9 78.18 ± 2.24 76.13 ± 1.84 Acc. 
(78.7%) 

Sonar (97/111) 60 88.47 ± 1.05 89.54 ± 1.18 88.23 ± 0.97 Acc. 
(88.3%) 

Iono (59/71/48) 13 93.12 ± 2.14 94.22 ± 0.82 93.73 ± 1.23 Acc. 
(97.94%) 

 
 
From Table 6 result we observe that our algorithm performs better as compared to previous result in terms of 
AUC for those four different data sets. On running proposed algorithm, across multiple datasets gives satisfactory 
performance. But this does not guarantee always because several factor like distance between samples, ratio of 
majority and minority classes and dimensionality of data, play a key role in determining the performance of 
classifier 
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V. CONCLUSION AND FUTURE DIRECTION 

In our research we had built a new metaheuristic algorithm based on SSD algorithm. To enhance the exploration 
ability, we use Levy flight mechanism, for updating path. The hyperparameter selection problem is used which is 
then formatted as multi-objective optimization with fitness value to achieve better performance in terms of 
sensitivity. We have applied this algorithm on 11 different datasets obtained from KEEL and UCI repository and 
compared the result with other state of art algorithms, which shows that proposed method works better when 
incorporated with Levy flight mechanism. Thus, we conclude that ESSD works effectively to find optimal value 
of hyperparameters in comparison to other methods. As the working of ESSD method depends on levy flight 
which may require some optimal parameter setting, this can be considered as its limitation. Also, as per No free 
lunch [19] theory this method is not guaranteed to provide best result for all datasets. This method could be also 
applied with another classifier as well for instance random forest search. And it can be hybridized with another 
metaheuristic algorithm or any other optimization algorithm as well. 
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