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ABSTRACT  
According to theoretical and empirical knowledge, cybersecurity awareness is a crucial issue in cyber security. 
The main actors in cyber security are people, and one way to reduce risk in cyberspace is to increase knowledge 
of security concerns. Companies lose money as a result of data breaches and production losses brought on by 
cyberattacks. Consequently, there has been a surge in research endeavours aimed at comprehending the 
cybersecurity behaviours of users. The benefit of knowing user behaviours is that researchers and security 
professionals may utilize this information to start altering behaviours for the sake of cybersecurity. Similar 
cybersecurity behaviours have been categorized by several research, while the naming systems used vary. 
Sanctions, a decline in customer loyalty, and damage to one's brand may all arise from data breaches. Business 
continuity is also impacted by cyberattacks, which make it difficult for organizations to maintain constant 
production. This paper aims to demonstrate that, in addition to computer science research, behavioural sciences 
that study user behaviours can offer useful strategies to improve cyber security and lessen the impact of attackers' 
social engineering and cognitive hacking tactics (i.e., disseminating misleading information). Thus, in this study, 
we provide fresh insights on the psychological characteristics and individual variances of computer system users 
that account for their susceptibility to cyberattacks and crimes. Our investigation shows that different computer 
system users have different cognitive capabilities, which affects their ability to defend against information security 
threats. In order to improve network and information security, we identify research gaps and suggest possible 
psychological techniques to help computer system users follow security requirements. 
 
Keywords: Cyber Security, Data Breaches, Computer System, Security Policies, Cognitive Hacking, Social 
Engineering, Vulnerabilities, Attacks and Crimes, Information Security, Psychological Methods. 

 
I. INTRODUCTION 

In 2019, 73.4% of Serbians were connected to the internet, while more than fifty percent of the world's 
population (58.8%) used the Internet. These days, it is hard to imagine life without information technology. 
According to a poll conducted by Serbia, 99.2% of those aged 16 to 24 use machines, and 98.2% use the Internet 
every day or almost every day [1]. Recent technological developments have had a big influence on people's 
lifestyles. However, this development also has a drawback: the Ponemon Institute estimates that the global 
economic impact of security breaches was almost fifty million dollars in 2017 [1, 2], and the cost of breaches of 
information is increasing yearly [2, 3]. Security incidents are becoming increasingly complicated and dangerous, 
and their frequency is steadily increasing [3, 4]. In recent decades, as information technology has become more 
widely used, the end-user characteristics has changed as well [3, 4].  

The average IT user lacks technical expertise and most likely has never taken a cyber security course in school 
[2, 4]. Cyber security is a computer-based discipline that uses people, technology, information, and processes to 
safeguard operations from illegal access or attack [4, 5]. Although they are somewhat knowledgeable about the 
security risks, most users do not know how to take action to achieve cyber security [4, 5]. For instance, some 
consumers are not sure how to recognize the problem or react appropriately to phishing, even if they have heard 
of it. Human error is the primary problem with secure information, according to several publications [5, 6], thus 
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it's critical to understand how individuals act while utilizing security technologies [6, 7].  
Gurucul behaviours analytics offers some advantages over traditional security techniques [6, 7]. For example, 

it can detect attacks by people using compromised credentials and insider threats that traditional security systems 
are unable to detect (Fig. 1) [6, 7]. By monitoring user behaviours and identifying unusual activity, behaviours 
analytics can issue alerts for dubious insider behaviour’s, such as unauthorized data access, privilege abuse, or 
data exfiltration [7, 8]. 

 
Fig. 1 Gurucul Analytics of Behaviour. [8, 9] 

Many security issues are caused by ignorance or unsafe behaviours (e.g., sharing passwords or clicking on 
unsafe links in emails) [8, 9]. Protecting oneself online is crucial these days [9, 10]. NIST Special Publication 
800-16 provides the following definition of security awareness.  

‘‘Awareness is not training [11, 12]. The purpose of awareness presentations is 
simply to raise awareness of security [12]. Giving individuals the ability to recognize 
IT security threats and take the necessary action is the aim of awareness presentations 
[13].  

Just being aware of such threats is only one part of awareness [13]; putting security procedures into place is 
another. 

The National Initiative for Cyberspace Employment and Studies defines cybersecurity as [14], 
‘The method, skill, [14, 15] or circumstance that protects communication and 

information infrastructures and the data they hold against damage, unlawful use or 
change, or exploitation [15].’  

Cyber and network systems require at least four components:  

 Computer system users,  [15],  

 Security system analysts,  

 Cyber attackers,  

 Computer systems. 

Cybercriminals often attempt to get, modify, [15, 16], or hold onto unlawful data. The bulk of cybersecurity 
research has focused on improving computer network systems because many people believe that software 
development and technological developments are the main ways to improve information security [16]. Fewer 
studies have focused on improving the situational awareness and cognitive skills of system analysts. However, by 
[16], hackers may also affect users' ideas rather than the computer system itself by [16, 17]. To infiltrate a network 
or computer system, for example, they may use social engineering (e.g., tricking people to get information, such 
as passwords) and cognitive hacking (e.g., spreading misleading information) [18]. Social engineering attacks 
account for 28% of all cyber security threats, while phishing accounts for 24% [18, 19].  

According to Cyber Edge Reports, more than 70% of social engineering attacks have been successful in recent 
years [19]. According to Telstra's 2018 and 2019 surveys, human error is the largest cybersecurity threat [19, 20]. 
The most common attacks, according to the research, were phishing (and spear-phishing) efforts, which tricked 
victims into installing malware or visiting fraudulent websites to get their login credentials by using deceit and 
partial social engineering [19, 20].  
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The victims of these attacks sometimes get emails or texts that seem to be notifications from the financial 
institution or social networking site, a software update, a current storm or catastrophe, or a third-party provider, 
among other things [20, 21]. Users of computer systems not only fall for phishing schemes but also commit other 
cyber security errors, such sharing passwords with friends and family as well as failing to update software. It is 
important to keep in mind that different computer system users have different approaches to following security 
procedures.  

Numerous studies have shown that individual differences in postponement, impulsivity, geared toward the 
future thinking, and risk-taking behaviour’s may account for variances in adherence to security standards [21, 22]. 
Importantly, given that human error may still impact network security, we will discuss the use of psychological 
approaches to improve adherence to security laws [22]. Using novel polymorphic security alarms, rewarding and 
penalizing both good and bad online behaviours, and promoting reflection on the long-term consequences of one's 
actions are some examples of these psychological strategies [22, 23]. 

Cybercrime has grown in popularity all around the globe once people realized how susceptible the global 
network was. Even while buying a laptop and setting up an internet connection are cheap, and using technologies 
like a VPN and proxy servers makes it easy to be anonymous online, the number of cyberattacks has been steadily 
increasing [23]. These evil intentions may be motivated by political [23, 24] considerations, economic gain, or—
above all—the destruction of a country's critical infrastructure. As communities become more dependent on 
information technology, the vulnerability of key infrastructures in cyberspace poses a severe concern [24]. For 
instance, a new malware called Stuxnet was released to the world in 2012. It was intended to target Iranian nuclear 
installations and cause significant damage to uranium enrichment-related industrial equipment [24, 25].  

1.1 Cybersecurity Behaviour 

The conditions around a behaviour make up its context. Behaviour is influenced by context [10]. One example 
pertaining to CSB is that social engineering assaults could be more successful at certain seasons of the year, such 
the holidays. This section discusses the CSB in relation to the home and workplace. 

 Cybersecurity Behaviour at Work: Policies and regulations primarily control the CSB of workers. 
When employees violate the organization's policies or engage in wrongdoing, they are held 
responsible [1, 11, 12]. Additionally, ICT departments help users follow policy by banning harmful 
or unsuitable websites, reminding users about software upgrades, and providing information on 
emerging dangers and recommended practices [9]. 

Blythe made an effort to comprehend CSB within an organizational context [13]. Cybersecurity is often 
assessed in an organizational context in relation to compliance [14, 15]. Bad CSB is seen in an organization as a 
violation of the established rules. Behaviour is more involved than this, Blythe said. According to the research, 
the assessment of compliance is constrained as it only looks at a restricted number of rules and processes. The 
behaviours is influenced by both internal and external factors, among other behavioural variables. Similar to the 
objectives discussed in [9], internal factors include drive or self-motivation, whilst external impacts include 
elements like the surroundings [13]. 

 Cybersecurity Behaviour at Home: People of all ages who use computers or mobile devices with 
Internet access are known as home users. Users are usually in charge of managing their CSB alone 
in the home setting [22, 23]. Since home users are not exposed to training programs, it is expected 
that their cybersecurity knowledge, awareness, and abilities are much lower [19]. This presumption 
was subsequently shown to be incorrect by [20], who discovered that home users actually possess 
cybersecurity expertise. Although the behaviours at home is different, the information may be 
acquired in other settings, such as the workplace [11, 21, 22, 24]. 

Finally, some home users do adhere to cybersecurity principles in their homes. The research by Catherine et 
al. used the term "cybercitizens." Home users who are proactive in being aware of cybersecurity and using 
cybersecurity skills in their surroundings are referred to as cybercitizens [19]. In order to encourage more users to 
become cybercitizens, the research provides treatments that centre on the intents of cybercitizens. Cybercitizen 
behaviours include downloading and upgrading antivirus software, being wary of emails and their attachments, 
and, finally, creating strong, memorable passwords [19]. 

A six-element taxonomy to classify CSB in organizations. The behaviours were grouped using the dependent 
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variables, which were,  
(1) The level of skill needed to execute the behaviours, and  
(2) The purpose of the behaviours with regard to the organization.  

Intentional destruction, risky tinkering, conscious assurance, damaging usage, naïve blunders, and basic 
cleanliness were the six categories of the taxonomy [9]. 

Nearly 2.7 billion workers, or about 81% of the global workforce, are impacted by full or partial lockdown 
measures, according to the International Labour Organization's (ILO) Monitor, which was released on April 7, 
2020 (ILO Monitor:COVID-19 and the world of work. Second edition 2020). In the second quarter of 2020, the 
COVID-19 pandemic is predicted to eliminate 6.7% of working hours worldwide, or 195 million full-time 
employees. Therefore, it is predicted that losses across various income categories are greater than the impact of 
the financial crisis of 2008–2009. 

Businesses who have put effort, time, and money into their digitization have been less impacted by this 
unprecedented crisis and have even benefited from it in certain situations. Stated differently, those who have 
successfully integrated information technology into their daily operations are able to go on without interruption. 
Although these firms are better off than their less technologically advanced competitors, they still have to deal 
with the less obvious COVID-19 side effect of a rise in cybercrime. 

In order to capitalize on online trends and behaviours, cyber risks are always changing. This is also true in the 
COVID-19 pandemic. Criminals have used the coronavirus to launch pandemic-themed social engineering attacks 
and disseminate different malware packages since the start of the COVID-19 disaster. Shai Alfasi, a vulnerability 
researcher at Reason Labs, disclosed on March 9, 2020, that hackers were gaining access to user-stored personal 
data (credit card numbers, passwords, etc.) by creating phony copies of decease distributed maps. (Trend Analysis 
Report 2020; COVID-19, Info Stealer & the Map of Threats). In March 2020, there was a 400% spike in 
complaints of fraud connected to coronaviruses, which cost their victims more than 800,000 pounds in a single 
month, according to the UK National Fraud & Cyber Security Centre. 

The discovery of Stuxnet has shown that viruses, or hostile software as some call them, may really harm people 
physically [24, 25]. Governments now invest billions of dollars on information security due to past cyber 
catastrophes. The top information technology research and consultancy firm in the world estimates that businesses 
spent $75.4 billion on information security in 2015 [25, 26]. Information security is still a contentious issue for 
consumers, companies, and countries since it encompasses not just the protection of knowledge resources but also 
other assets, such persons [25, 26]. However, a secure environment cannot be created just by technological 
information security measures. Thus, a more comprehensive strategy that considers organizational, social, 
national, and technological issues is needed to protect data management [25, 26]. 

Since human ignorance and lack of knowledge are often linked to a company's security risk, experts claim that 
nothing can ensure the security of any system and that human engagement is required. Nowadays, maintaining a 
safe online environment depends on people's information security practices [25, 26]. Supporting people's 
information security behaviours may benefit both individuals and businesses [26, 27]. But maintained that,  

“The importance of human components in information security cannot be 
overstated [27, 28].”  

In this context, identifying the contextual and/or personal factors that support or enable people's information 
security behaviour is essential [28, 29]. However, research on how to promote appropriate information security 
behaviour is still in its early stages [28, 29]. This research adopts a more thorough method to identify the 
organizational and/or individual factors that impact people's information security behaviour [29, 30].  

Additionally, this study aims to provide a more thorough approach to information security administration, 
[30], taking into consideration both organizational and human elements, in light of this advice in previous research, 
[29, 30]. The current study aims to empirically examine the relationships between information security behaviour 
and individual and organizational factors, such as self-efficacy, organizational policy regarding information 
security [31,32], data regarding security share [30,31], and the intention to attend security training, building on 
the significant works [30,31]. 

This investigation is organized as follows [31, 32]. We begin by discussing studies and initiatives related to 
compliance with security standards. Secondly, we discuss the many cyber security errors that many users of 
computer systems do, including exchanging passwords, falling for phishing schemes, and neglecting to update 
software. Third, we discuss personality differences including absences, impulsivity, risk-taking, and geared 



 Quang-Vinh Dang 
 

Library Progress International| Vol.44 No.3 | Jul-Dec 2024                                                           17251 

toward the future thinking that influence cyber security behaviour’s in computer system users [33, 34]. Lastly, we 
provide psychological techniques that might be used to sway user behaviour toward safer practices [21, 22].  

II. ADHERING TO SECURITY GUIDELINES 

Following security guidelines is a crucial behaviour to protect computer and network systems. There aren't 
many studies on the psychology of security policy compliance. Noncompliance with security rules may pose a 
major threat to information security. For example, many studies have shown that computer system users often 
ignore security warnings [22, 24]. To measure these individuals' security-related behaviour’s, the Security 
Behaviour Intentions scale was developed [25]. 

The scale evaluates general security attack knowledge [23], password choices [25], regular software upgrades, 
and attitudes toward device security. The scale has sixteen questions, including,  

(a) I open my laptop or tablet using a password or passcode, [25, 30] 
(b) I open my laptop or tablet using a password or passcode, [30, 31] 
(c) When I leave my computer, I manually lock the screen, [30], and  
(d) If I find a security flaw, I keep working on it because I figure someone else will take care of it.  

The scale itself illustrates basic components of protection and security mitigation plans [30]. As we discuss 
below, this scale has been used in several studies to measure the different types of security errors made by 
computer system users [30, 31]. 
III. ERRORS IN HUMAN CYBERSECURITY  

This section explains the many cyber security errors that many computer system users make. According to 
many publications [33], which have also been backed by more recent investigations [31, 32], humans are believed 
to be the most security-vulnerable group. A study found that 95% of network and cyberattacks are caused by 
human mistake. In our scenario, persons are either security analysts or computer system users, despite the fact 
that most research in this area focuses on errors made by computer system users [22]. The weakest link in 
preserving system security is the company's workforce (see also for discussion and analysis) [25, 31].  

 
Fig. 2 Errors in Human Cybersecurity. [22] 

Password sharing, excessive social media sharing, accessing dubious websites, using unapproved external 
media, carelessly clicking links, using the same passwords repeatedly, opening email messages from unreliable 
sources, sending confidential information over cell phone networks, failing to update software, and not physically 
securing personal electronic gadgets are just a few examples of human error in cyber and network security [25, 
26]. Accordingly, one of the fundamental issues underlying information and cyber security is the difficulty of 
making a network or data more usable and accessible while preserving security [26]. In an effort to increase 
security, organizations usually require users of computer systems to create complex passwords, which makes 
usability difficult [26]. 

 Being a phishing victim: Some phishing research has used a laboratory-based phishing experiment. 
According to a recent research, the use of lab-based phishing trials is connected to actual phishing 
[26, 27]. According to one study, over 30% of government employees click on a questionable link in 
this phishing email, and many of them have provided their credentials [27, 28]. In another study that 
used a similar phishing experiment, over 60% of college students clicked on a questionable link in a 
phishing email. As a result, some studies [28] suggest that while researching cyber and network 
security, behavioural, psychological, and human factors research be included. In another study, 
Columbia University staff and students replied to phishing emails [28], and they reported that it took 
them around four rounds to recognize that they were receiving phishing emails [29]. 
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 Sharing passwords: Sharing passwords with friends, relatives, and even total strangers is a typical 
example of human cyber security failures [29, 30]. Older adults with good self-monitoring and 
perseverance scores are more likely to share their passwords. Password sharing may lead to financial 
exploitation, one of the most common forms of abuse among older people [30, 31]. The reason for 
this is that many older people have a high level of trust in strangers, especially those they encounter 
online. Similar to older people, younger people often share passwords, especially for streaming 
services [31, 32]. Younger users, who had grown up with computers, saw security as a hurdle they 
had to solve [32]. 

 Setting up software upgrades: One common error that underpins cybersecurity behaviour’s is 
installing software upgrades slowly or not at all. An experimental behavioural decision-making study 
suggests that certain people's updating software installation behaviour’s may be explained by their 
risk-taking tendencies. More risk-takers, in particular, choose to delay downloading upgrades to their 
software. While phishing and password sharing have received a lot of attention in the area [31], 
installing software updates has not [33]. 

 
Fig. 3 Cybersecurity's Core Values and Value Conflicts: Going Beyond Privacy vs. Security. [33] 

IV. PERSONAL DIFFERENCES BUNDED BY CYBER SECURITY ACTIONS 

Individual differences in personality, cognition, and behaviour are linked to cybersecurity behaviour’s. 
Individual differences in cognitive abilities and personality factors may be important for effectively protecting 
computer and information systems [33, 34]. Below, we discuss some of these psychological traits [34].  

 Procrastination: Complying with security standards may be linked to cognitive processes such as 
exerting significant effort to achieve a goal.  A scale known as "the need for cognition" is used to 
assess working hard, appreciating, and doing activities that require effort and thinking [34]. As a 
result, performance on the Security Behaviour Intentions Scale is associated with the Need for 
Cognition (NFC), which indicates a tendency to expend cognitive effort [34, 35]. Interestingly, a 
recent study developed a procrastination scale for kids and teens that is suitable for the increasing 
number of young people using the internet. As a result, [34], conscientiousness (i.e., doing things 
accurately and thoroughly) [35] and the desire to follow information security rules are related. 
Furthermore, procrastinators are less likely to follow security standards, as shown by their 
performance on the Security Behaviour Intentions Scale using the General Decision-Making Style 
(GDMS) scale [35, 36]. This is understandable considering the inverse relationship between delaying 
and active task completion [36]. 

 Impulsivity: Compliance with security standards may also be impacted by individual differences in 
impulsive behaviour’s [36, 37]. Performance on the Security Behaviour Intentions Scale was shown 
to be correlated with Barratt Impulsiveness Scale scores. Another research found that internet 
addiction and impulsivity influence dangerous cyber behaviour’s [37].  

 Future Thinking: Crucially, following security standards may also be associated with forward-
thinking and taking into account how present actions may impact future results. In other words, those 
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that care more about the future might make sure their computer system is safe in the future by 
adhering to security recommendations [37, 38]. Consequently, performance on the Security 
Behaviour Intentions Scale is linked to Consideration for Future Consequences (CFC) [37, 38]. The 
following items on this scale are very relevant to cyber security behaviour’s: [38], 

‘I think about how things could turn out in the future and attempt to affect such things 
via my daily actions,  

‘Even though a terrible consequence won't happen for many years, I believe it is 
crucial to heed warnings about it’,  

and  
‘When I make a choice, I consider the potential long-term effects [28, 39].  

 Risk-taking actions: Another facet of psychology that is connected to cyber security is risk-taking 
behaviour’s. Numerous studies suggest that high-risk computer users may be more susceptible to 
cybercrimes [39, 40]. Risk is the act of doing something that has an uncertain outcome, usually with 
the goal of gaining more. For example, it's risky to steal from a bank since you can get jailed [40]. 
Ignoring security rules is risky because, while there are benefits to avoiding additional work, such 
software updates, there is also a chance of falling victim to phishing and other cybercrimes [40, 41]. 

The Big Five Scale has also been used in cybersecurity and psychological studies [40, 41]. Extraversion, 
diligence, transparency, neuroticism, and agreeableness are the five components of the Big Five Scales [42]. But 
we found that the literature only mentions neuroticism, extraversion, and openness [42, 43]. Instead of analysing 
the precise differences between the Big Five Scales and the triad's limited approach, we have extracted the multi-
dimensional features of the dark triad. For example, impulsivity is a component that is present in all of the 
measurement indicators [43, 44, 45]. The additional components are grouped in Table 1. To sum up, this section 
included earlier studies showing the connection between personality traits and cyber security behaviour’s as well 
as individual differences in procrastination, impulsivity, and risk-taking behaviour’s [45].  

V. ENHANCED SECURITY ACTIONS THROUGH PSYCHOLOGICAL METHODS 

As discussed earlier, hackers often use social engineering and cognitive hacking methods to get access to 
computer systems or networks [45, 46]. Some computer system users may have psychological traits that make 
them more susceptible to phishing [46, 47]. Giving users of computer systems that are vulnerable to security 
breaches the resources they need to mitigate these effects is thus essential. This section discusses a number of 
psychological techniques to increase compliance with security regulations [46]. 

 Making use of new polymorphic security alerts: Most consumers ignore internet security 
notifications out of habit [46, 47]. In psychology, a reduced response to repeated exposure to the same 
stimuli over time is referred to as habituation. To put it another way, we tend to overlook things that 
we see often. Most warnings are similar to other message dialogs [44]. 

Table 1 An overview of each individual trail found in relevant ideas and tools. [44] 
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 Rewarding and punishing both positive and negative online conduct: Both positive (such as 

prizes) and bad (such as losses, penalties, etc.) experiences in day-to-day living may teach us anything 
[36]. People are often motivated to do certain things in order to get rewards and avoid negative 
outcomes. On the other side, the advantage of cyber security behaviour’s is that nothing bad will 
happen; users' computer systems won't be attacked if they adhere to security rules [34]. In other 
words, following cyber security procedures is an example of negative reinforcement, in which doing 
certain behaviour’s (such adhering to cyber security regulations) prevents a negative outcome [34, 
35]. 

 A greater consideration of the effects of actions in the future: As mentioned earlier, disregard for 
possible consequences is one of the primary characteristics of disobedience with cyber security 
legislation [38, 48]. Thinking about the future has been shown to be associated with careful planning 
and decision-making, and it may lessen impulsive behaviour, which is connected to risky online 
behaviour as we previously discussed [49, 50]. Given this, using psychological strategies to increase 
reflection on the long-term consequences of choices may improve reflective decision-making and, 
thus, improve cyber security procedures [50]. 

VI. CONCLUSION AND FUTURE WORK  

According to our study, a lack of consideration for cyber and network security standards is associated with 
specific personality traits, including impulsivity, risk-taking, and an incapacity to consider the long-term effects 
of activities. Future studies should concentrate on creating a set of assessments that include personality traits and 
mental processes associated with network and cyber security behaviours into a single, cohesive framework. The 
cognitive abilities covered above, such as impulsivity, risk-taking, and considering the long-term effects of 
decisions, must be tested. Here, we also demonstrate how a range of psychological techniques can promote pro-
security behaviours, such as through the use of creative polymorphic security alerts, the reward and punishment 
of security-related behaviours, and psychological techniques that promote contemplation of the potential long-
term effects of actions. Furthermore, there are cognitive training techniques, such working memory training that 
may help the general public become less impulsive, risk-taking, and procrastinating. Techniques for cognitive 
training may be able to improve cybersecurity behaviours and change certain behavioural characteristics. 

Computational cognitive models are employed in cybersecurity and may be used to forecast how attackers or 
users of computer systems would behave. Neural network models, for instance, are used to identify social 
engineering assaults. Call logs and other data from phone calls were used to evaluate the model. Date, time, call 
origin and end location, and conversational details are all included in each record. The language was analysed 
using the model to spot any efforts at social engineering or infiltration. Additionally, it was shown via cognitive 
modelling that an over-reliance on frequency and regency is associated with cyberattacks. Computational models 
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should be used in future research to more thoroughly examine the connection between cybersecurity behaviours 
and cognitive processes. 
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