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ABSTRACT 
This paper focuses on the digitization of Punjabi newspapers through Optical Character Recognition (OCR) 
technology, a comparative analysis was conducted between Google Document AI and Tesseract OCR solutions. 
Punjabi newspapers, with their complex layouts, non-standard fonts, and linguistic nuances, pose challenges for 
OCR systems. The study aimed to evaluate the out-of-the-box performance of OCR solutions in accurately 
extracting text from Punjabi newspaper scans. Utilizing a benchmarking experiment with a dataset comprising 
Punjabi newspaper segments, the research addressed questions regarding the comparative performance of Google 
Document AI and Tesseract in handling Punjabi text. The methodology involved image enhancement, layout 
analysis, and OCR execution, with qualitative and quantitative analyses conducted to assess precision and 
reliability. While Tesseract demonstrated competitive performance, Google Document AI exhibited superior 
accuracy, highlighting the potential of server-based OCR solutions for handling diverse document types.  The 
mask RCNN model is used to extract the layout of newspapers using a layout parser. The findings reveal that 
while Tesseract demonstrates competitive performance, Google Document AI exhibits superior accuracy. We 
have performed the text extraction on newspaper segments that are extracted from newspaper images. Specifically, 
Tesseract achieved an accuracy of 97.20% at the word level and 92.48% at the character level, whereas Google 
API performed better with an accuracy of 98.86% at the word level and 95.62% at the character level. These 
findings contribute to the advancement of OCR technology in the context of Punjabi newspaper digitization, 
facilitating broader access to historical Punjabi texts for scholarly research.   
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INTRODUCTION 
Optical Character Recognition (OCR) technology has emerged as a critical tool in the digitization of Punjabi 
newspapers, offering researchers unprecedented access to historical texts for social scientific and humanities 
research. The ability to automatically extract text from digital images holds immense promise for uncovering 
insights into Punjabi culture, language, and societal dynamics embedded within these publications. However, the 
effectiveness of OCR solutions, particularly in handling the unique characteristics of Punjabi newspapers, remains 
a subject of investigation.  
In this research paper, we aim to conduct a comparative analysis of two prominent OCR solutions: Google 
Document AI and Tesseract. While OCR technology has undergone significant advancements in recent years, the 
performance of OCR systems on Punjabi newspaper scans, which often feature complex layouts, non-standard 
fonts, and noise, warrants further examination. Specifically, we focus on evaluating the out-of-thebox 
performance of Google Document AI and Tesseract in accurately extracting text from Punjabi newspaper images.  
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Historically, general OCR processors like Tesseract have faced challenges in achieving high accuracy rates when 
confronted with real-world complexities such as shading, blur, and non-standard fonts commonly found in Punjabi 
newspapers. Moreover, the linguistic nuances of Punjabi pose additional obstacles for OCR systems, especially 
those trained primarily in Western languages. The recent emergence of server-based OCR solutions, such as 
Google Document AI, has raised expectations for improved performance in handling diverse document types, 
including those in non Western languages.  
This study seeks to address the following research gaps and questions:  
• How does the performance of Google Document AI compare with Tesseract in accurately extracting text 
from Punjabi newspaper scans?  
• Punjabi newspapers have sophisticated layouts. Currently, there is no such mechanism that addresses 
this issue. We addressed this issue in our research.  
• We address the issue of newspaper image enhancements to improve the recognition.  
• How do Google Document AI and Tesseract perform in handling Punjabi text and what implications 
does this have for scholars working with newspaper recognition systems?  
To achieve these objectives, we conducted a benchmarking experiment comparing the performance of Google 
Document AI and Tesseract on a dataset comprising Punjabi newspaper scans. The experiment aimed to provide 
statistically meaningful measurements of OCR accuracy, enabling researchers to make informed decisions 
regarding the selection of OCR solutions for their digitization projects. 
 

1. Literature Survey 
The history of OCR dates back to the mid-20th century, with early efforts focused on mechanical devices for 
reading characters. The advent of computers in the latter half of the century paved the way for the development 
of electronic OCR systems. Tesseract is a widely used open-source Optical Character Recognition (OCR) engine 
that was originally developed by Hewlett Packard and later supported by Google (Smith, 2007). (Edupuganti et 
al., 2021) proposed the development of a mobile application utilizing the Google Vision library to empower 
visually impaired individuals by enabling text recognition, detection, and conversion to speech, thereby 
facilitating independent medicine identification and consumption. (Drobac et al., 2019) conducted experiments  
on Optical Character Recognition (OCR) of historical Finnish newspapers and journals demonstrate promising 
results, with the mixed model achieving a 95% Character Accuracy Rate on the Finnish test set, surpassing 
previous results on this dataset. (Zhu et al., 2022) released a dataset of 3000 annotated newspaper images from 21 
U.S. states, proposed layout segmentation as a preprocessing step for OCR, and established a thorough evaluation 
protocol for layout segmentation and end-to-end OCR. (Almutairi & Almashan, 2019) proposed a deep learning 
system for semantic segmentation of the key newspaper elements and used the instance segmentation method 
mask R-CNN  to build a language-independent model that logically deconstructed a newspaper page's raw image 
into its main elements based solely on its visual features. (Gupta et al., 2007) used error diffusion binarization for 
binarization, pre-filtering, and post-binarization denoising. Methods were compared using ABBYY FineReader 
7.1 SDK and performed best on 12 pages from six newspapers of diverse quality. (Robby et al., 2019) addressed 
the challenge of Optical Character Recognition (OCR) for non-Latin scripts, focusing on Javanese characters. A 
dataset comprising 5880 characters was collected and trained using various methods with Tesseract OCR tools. 
The implemented models, optimized with boundary box configurations, achieved a peak accuracy of 97.50%, 
demonstrating promise for mobile application integration. (Gemelli et al., 2024) conducted a thorough 
investigation and comparison of the most frequently utilized datasets for layout analysis, with a specific emphasis 
on those pertaining to scientific publications and gave an executive summary of the most popular approaches 
developed for and evaluated with these datasets. (Martínek et al., 2020) comprised page layout analysis, which 
encompassed text block and line segmentation, as well as OCR. Segmentation employed fully convolutional 
networks, while OCR used recurrent neural networks, both acknowledged as cuttingedge. Experiments were 
carried out to determine the most effective methods for achieving high performance with limited training data. 
(Koistinen et al., 2020) presented efforts to enhance the optical character recognition (OCR) quality of historical 
Finnish newspapers at the National Library of Finland. Using a 500,000-word sample, they compare OCR results 
between ABBYY FineReader and Tesseract, achieving significant improvements in precision, recall, and 
character accuracy rates with Tesseract. (Kaur et al., 2019) introduced a system for Gurumukhi script newspaper 
recognition, employing four feature extraction techniques and four classification methods. Utilizing data from 
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major newspapers, the system achieved recognition accuracy of 96.19% with a combination of zoning, diagonal, 
and parabola curve fitting features, and 95.21% with a partitioning strategy of 70% training and 30% testing data. 
(Bansal et al., 2014) segmented page images from English newspaper, labeling various blocks such as headlines, 
subheadings, captions, images, and text. They used a fixed-point model with SVM and KLR as prediction 
functions, achieving 95% accuracy in block labeling. (Ghosh, 2023) introduced the first Bengali script newspaper 
text recognition technology. The newspaper piece has image and text sections, text lines, words, and characters. 
Different methods were used to detect character qualities. Newspaper characters were distinguished by an SVM 
classifier using feature vectors. The suggested system had 97.78% text recognition accuracy on a self generated 
dataset. (Kohli et al., 2022) presented model, named the J&M model, focuses on detecting text from handwritten 
images. Implemented in Python using the MNIST database of handwritten digits, the research attains impressive 
results, with a training accuracy of 99.5% and testing accuracy of 99%, alongside a training loss of 1.5%. (Ye & 
Doermann, 2015) analyzed text detection and recognition in color imagery, categorizing techniques, and 
addressing subproblems such as localization and segmentation. It also examines challenges like degraded text 
enhancement and processing multi-oriented, perspectively distorted, and multilingual text, offering insights into 
benchmark datasets and comparing the performance of leading approaches.In case of layout analysis, (Singh & 
Kumar, 2014) proposed approach combines bottom-up region growing and top-down segmentation methods for 
document layout analysis, effectively leveraging both approaches simultaneously. 
 

2. Methodology 
The existing technique for recognizing text from Punjabi newspapers is to run the OCR directly. Because 
newspapers have complex layouts, these techniques produce erroneous findings. There is currently no recognition 
system for Punjabi newspapers that takes into account the aforementioned constraint.  
Our methodology includes newspaper layout analysis, segmentation, and image enhancement of newspaper 
segments, followed by a comprehensive evaluation of Tesseract OCR and Google Docs OCR using a standardized 
test dataset comprising 500 segments extracted from Punjabi newspaper images during segmentation.  Figure 1 
illustrates the adopted methodology for text extraction. Both qualitative and quantitative analyses are conducted 
to assess the precision and reliability of the OCR systems. Qualitative evaluation involves visual inspection of 
OCR outputs, while quantitative evaluation includes metrics such as character accuracy, word accuracy, and 
processing speed.  

 
Fig. 1. Methodology for Text Extraction from Punjabi Newspapers 
3.1 Layout Analysis 
To extract the segments, the approach begins with passing the newspaper image via the layout analysis module. 
We utilized a layout parser to identify the layouts of newspapers. Layout analysis plays a crucial role in 
understanding the structure and content arrangement of newspapers. We present a detailed analysis of the layout 
of a newspaper using the mask_rcnn_R_50_FPN_3x model configuration. The backbone of the model consists 
of a ResNet-50 with a Feature Pyramid Network (FPN) architecture as shown in Figure 2. This backbone is adept 
at capturing hierarchical features at different scales, which is crucial for analyzing the diverse elements present 
in a newspaper layout. The RPN (Region Proposal Network) module is responsible for generating region 
proposals for potential objects in the newspaper. It utilizes a standard RPN head and processes input features from 
different pyramid levels (p2 to p6) to propose regions of interest. The model's ROI heads are designed to refine 
and classify the proposed regions. With standard ROI heads, the model identifies objects and segments instances 
within the proposed regions. The ROI box head performs bounding box regression, while the ROI mask head 
generates pixel-wise masks for each detected layout of the newspaper along with the objectiveness score.  
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   Fig. 2. Architecture of Mask RCNN   
3.1.1. Configuration of Model  
The config_path parameter specifies the path to the model configuration file in the Layout Parser model catalog, 
loading the mask_rcnn_R_50_FPN_3x model configuration. Mask RCNN R50 architecture using Detectron 2 
which is a popular deep learning framework developed by Facebook AI Research for computer vision tasks, 
including object detection, instance segmentation, and keypoint detection. The label_map parameter maps class 
labels used by the model to the names of layout regions they represent, with 1 representing text regions and 2 
representing image regions. Additionally, the extra_config parameter allows for additional configuration options 
for the deep learning model, setting the minimum score threshold for object detection to 0.1, ensuring that only 
objects with a score above this threshold will be considered during layout analysis. On applying the model on 
various Punjabi newspaper images, we got the result as shown in Figure 3.   

 
  

Fig. 3. Output image of Punjabi Newspaper after Layout analysis 

3.2. Image Enhancement  
 After the layout analysis, various segments are extracted from the newspaper. Following this, various portions 
are extracted and improved to boost their quality before being sent to Tesseract. We enhanced images by applying 
dilation, difference, and normalization operations to portions of newspapers. The workflow of Newspaper image 
enhancement is shown in Figure 4.   
 

 
Fig. 4. Workflow for enhancement of Newspaper Image 

 The input newspaper image is transformed into a grayscale image. A skew is discovered on a newspaper image 
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and fixed. Then we apply 3 X 3 dilation on the kernel. Following median blurring, difference, and inversion 
operations are conducted on the image, followed by normalization to get the final enhanced image. The enhanced 
image is shown in Figure 5.  

 
Fig. 5. a) Noisy Image b) Results of Image Enhancements on Punjabi Newspaper Segments  

3.3. Text Recognition using Tesseract and Google OCR  

  
We have chosen two OCR services Tesseract and Google API for benchmarking experiments with the newspaper 
image segments of the Punjabi language. Table 1 shows the features of Tesseract OCR and Google API. Table 2 
contains information about the quality of scanned newspaper images. It includes the following information:  

1. Resolution: The majority of newspaper images (300) have high or medium resolution.  
2. Brightness: A significant portion of the documents (23) have low brightness.  
3. Common Issues: Blurred images (15), improper scans resulting in black tones (10), and skewed scans 

(16) are the most frequent issues encountered.  
4. Old Newspapers: A specific category of parser (Shen et al., 2021) library designed for identifying the 

documents (26) is identified as "Old Newspaper" layout for these newspaper images. The library is with 
low resolution and noise built on Faster RCNN and Mask RNN models, trained on the extensive PRIMA 
Layout and PublayNet datasets (Zhong et al., 2019). 

5.  
Table 1. Features of Tesseract OCR and Google API 

S.No.  Feature  Tesseract  
 Google Cloud Vision API  

1  Type  Open-source  
 Cloud-based (Google Cloud)  

2  Cost  Free  
 Free tier with limited usage, then 

pay-as-you-go  

3  Offline capability  Yes  

 No (requires internet 
connection)  

4  Language support  Over 100 languages  

 
Similar to Tesseract  

5  Basic text extraction  Good  

 

Good  

6  Layout analysis  Limited  

  Advanced (tables, paragraphs, 
logos)  

7  Handwriting recognition  Limited  

  

Better accuracy  

8  Object detection  No  

  

Yes  

9  Scalability  Limited  

  

High scalability  
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10  
  
Best for  

  

Basic OCR needs offine 
processing  

  

    
Advanced features, complex 
images, large volumes  

  

                                                                         
Table 2. Characteristics of Sample of Newspaper Segments 
 
3.3.1 Algorithm for Text Extraction 

1. Take a Punjabi newspaper image.  

2. Perform Layout analysis using a layout parser.  
3. Perform Skew correction and Dilation over 3X3 kernel on the segment extracted.  
4. Apply a median filter on the dilated image and find the difference between the blurred and original image  
5. Invert the image and normalize the segment image.  
6. Employ 'image_to_string()' function from the Tesseract module and Google Document API to execute 

OCR on the image.  
7. Specify the language model for recognizing Punjabi text by setting the 'lang' parameter to 'Pan'.  
8. Optimize the OCR engine's settings by incorporating  additional configurations through the 'config' 

parameter.  
9. Fetch the text recognized by the OCR (Tesseract and Google) engine.  

  
 
The proposed technique solves the issues of identifying text from Punjabi newspapers by using a holistic approach 
that includes layout analysis, segmentation, image improvement, and OCR benchmarking. The approach ensures 
precise extraction of newspaper segments by applying advanced models for layout analysis, such as 
mask_rcnn_R_50_FPN_3x. Image enhancement techniques like dilation and median blurring improve text 

Category  Feature  Count  

 
 
Resolution 

High  200  

    

Medium  100  

Low  100  

Brightness Low  23  

Blurred Low Resolution  15  

Improper Scan Blackish tone  10  

Skewed Due to scanning  16  

Old 
Newspaper Low resolution and noisy  26  

 Total 500 
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legibility while eliminating errors caused by noise or low-quality scans. Benchmarking tests with Tesseract and 
Google API are used to undertake both qualitative and quantitative analyses of OCR performance, including 
character and word accuracy. This comprehensive strategy attempts to improve the accuracy of text recognition 
in Punjabi newspapers, resulting in more dependable results by efficiently resolving layout and image quality 
difficulties.  
 
3. Experiments, Results and Discussions 
The experiments used Tesseract version 4.1.1.2 and Python version 3.11. The GPU used is the V100, and the 
RAM is 16GB. The experiments involve Punjabi newspapers collected from various sources such as websites and 
libraries, totaling around 300 newspaper images. Tesseract OCR and Google OCR were chosen due to their 
support for the Punjabi language. After the segmentation of these newspapers, approximately 100 segments of 
newspaper clips were selected for further processing and evaluation. The experiment was designed to evaluate 
out-of-the-box performance, where newspaper segments were processed using the two OCR engines. Figure 6 
shows the visual representation of the recognition of Punjabi newspaper images.  
Accuracy was measured by developing a Python tool to compare the actual words in the image text file with the 
recognized text file. This tool calculates the word error rate and character error rate. The chosen model, Mask 
RCNN (Mask Regionbased Convolutional Neural Network), for layout analysis in the text extraction methodology 
from Punjabi newspapers, is rational due to its robust capabilities in instance segmentation, hierarchical feature 
extraction, and precise region proposal and classification. With its ResNet-50 backbone and Feature Pyramid 
Network (FPN) architecture, Mask RCNN effectively captures hierarchical features at different scales, essential 
for analyzing the diverse elements present in a newspaper layout. Its Region Proposal Network (RPN) generates 
accurate region proposals, while the ROI heads refine and classify these proposed regions, aiding in accurate 
segmentation and layout understanding. Moreover, Mask RCNN's ability to generate pixel-wise masks for each 
detected layout element ensures precise boundaries, facilitating subsequent processing steps such as image 
enhancement and text recognition. The results of the comparative performance analysis reveal notable differences 
between Tesseract OCR and Google Docs OCR in terms of accuracy and reliability. In the results and discussion 
section, we focus on the testing of the Cloud Vision API and Tesseract-based systems using a significant number 
of Punjabi newspaper segments to ensure variance in the data.   

 
Fig 6. Text extraction using Tesseract and Google OCR. 

 
Figure 6 shows yellow highlights on words, which demonstrate OCR misrecognition. Tesseract OCR incorrectly 
recognizes three words in this example, whereas Google OCR provides 100% accuracy on this image. Table 3 
presents the comparison of the performance of these systems using 100 segments. Each set includes information 
on the number of segments, the total number of words and characters in those segments, the number of words and 
characters recognized by the OCR system, and the resulting accuracy percentages for both words and characters. 
Tesseract provides an accuracy of 97.20% at the word level and 92.48% at the character level. Google API 
performs better giving an accuracy of 98.86% at the word level and 95.62% at the character level.  Figure 7 shows 
the error rate on 100 segments of Punjabi Newspapers.   
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Fig 7.  Error rate of Tesseract OCR on 100 segment images 
 

 
Tesseract OCR demonstrates competitive performance in extracting text from newspaper images, achieving high 
character and word accuracy rates across the test dataset. However, it is observed that Tesseract OCR may exhibit 
variations in performance depending on factors such as image quality, text layout, and language complexity. On 
the other hand, Google Docs OCR exhibits consistent performance but may require access to cloud services and 
incur additional costs. Table 4 displays the outcomes of text recognition on various images employing Tesseract 
and Google OCR techniques on Punjabi newspaper segments. Along with error rate, The results indicate that 
Google API tends to demonstrate superior accuracy compared to Tesseract, with a majority of images yielding a 
0% error rate for Google API, whereas Tesseract exhibits higher error rates. A selection of sample segments 
analyzed using Tesseract and Google OCR is presented in Table 4 for reference and analysis. It has been found 
from the study that some similarly shaped characters are misrecognized by the Tesseract OCR than Google API. 
Based on the findings, we found that the error rates of Tesseract OCR on Punjabi newspaper segments vary, with 
some segments showing significantly higher error rates compared to Google API. Image quality, text layout, and 
language complexity significantly affect OCR performance. Tesseract OCR exhibit variations in performance 
based on these factors, leading to higher error rates in some cases. On the other hand, Google Docs OCR 
demonstrates consistent performance across different image qualities and text layouts. It provides advanced 
features such as layout analysis, handwriting recognition, and object detection, making it suitable for processing 
complex images and large volumes of text. However, Tesseract OCR, being open-source and offline-capable, is 
suitable for basic OCR needs and offline processing. It provides good performance in extracting text from 
newspaper images, achieving competitive accuracy rates across the test dataset. Further research could explore 
the development of hybrid OCR systems that combine the strengths of Tesseract and Google Docs OCR to 
achieve even higher accuracy rates. Investigating the impact of different preprocessing techniques on OCR 
performance could also yield valuable insights for improving accuracy in various scenarios. Overall, the 
rationality of the chosen model lies in its ability to effectively address the complexities of Punjabi newspaper 
layouts, enhance image quality, and provide a comprehensive evaluation of OCR performance, ultimately leading 
to improved accuracy in text recognition 
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Table 3. Comparison between Tesseract OCR and Google OCR 
Table 4. Word error rates by Tesseract and Google API for Punjabi Newspaper Image segments 
 

Image No. 

Total 
 
Words Tesseract OCR Google API 

Error rate 
 Tesseract 

Error Rate 
 Google OCR 

01 142 131 142 7.746479 0 

02 151 141 151 6.622517 0 

03 57 50 56 12.2807 1.75438596 

04 136 132 136 2.941176 0 

05 186 180 186 3.225806 0 

06 124 120 122 3.225806 1.61290323 

07 108 107 107 0.925926 0.92592593 

08 145 142 145 2.068966 0 

09 131 131 131 0 0 

10 108 100 108 7.407407 0 

11 106 96 102 9.433962 3.77358491 

12 73 70 73 4.109589 0 

13 147 121 142 17.68707 3.40136054 

14 186 178 183 4.301075 1.61290323 

15 120 111 118 7.5 1.66666667 

16 99 90 97 9.090909 2.02020202 

17 141 141 141 0 0 

18 54 50 53 7.407407 1.85185185 

19 136 130 136 4.411765 0 

20 153 145 153 5.228758 0 

21 65 60 65 7.692308 0 

22 63 62 63 1.587302 0 

23 54 40 54 25.92593 0 

24 140 138 140 1.428571 0 

25 173 170 171 1.734104 1.15606936 

26 132 130 132 1.515152 0 

27 112 110 110 1.785714 1.78571429 

28 96 90 95 6.25 1.04166667 

29 171 164 169 4.093567 1.16959064 

30 117 113 115 3.418803 1.70940171 

31 155 153 152 1.290323 1.93548387 

32 70 61 70 12.85714 0 

33 154 149 150 3.246753 2.5974026 

34 110 106 106 3.636364 3.63636364 

35 172 170 171 1.162791 0.58139535 

36 78 78 75 0 3.84615385 

37 161 159 161 1.242236 0 

38 181 176 173 2.762431 4.4198895 

39 173 165 171 4.624277 1.15606936 

40 126 120 126 4.761905 0 

41 122 115 122 5.737705 0 
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Image No. 

Total 
 
Words Tesseract OCR Google API 

Error rate 
 Tesseract 

Error Rate 
 Google OCR 

42 110 104 107 5.454545 2.72727273 

43 112 116 110 -3.571429 1.78571429 

44 118 115 115 2.542373 2.54237288 

45 180 173 178 3.888889 1.11111111 

46 52 50 51 3.846154 1.92307692 

47 80 65 80 18.75 0 

48 164 161 162 1.829268 1.2195122 

49 185 184 182 0.540541 1.62162162 

50 61 60 58 1.639344 4.91803279 

51 80 70 78 12.5 2.5 

52 69 63 65 8.695652 5.79710145 

53 98 97 95 1.020408 3.06122449 

54 81 65 80 19.75309 1.2345679 

55 167 155 167 7.185629 0 

56 177 172 172 2.824859 2.82485876 

57 172 168 172 2.325581 0 

58 136 131 135 3.676471 0.73529412 

59 178 172 178 3.370787 0 

60 139 130 139 6.47482 0 

61 54 50 54 7.407407 0 

62 141 123 139 12.76596 1.41843972 

63 125 122 122 2.4 2.4 

64 163 162 163 0.613497 0 

65 152 143 152 5.921053 0 

66 143 134 143 6.293706 0 

67 121 121 120 0 0.82644628 

68 178 174 178 2.247191 0 

69 136 130 132 4.411765 2.94117647 

70 188 188 188 0 0 

71 184 175 182 4.891304 1.08695652 

72 95 90 95 5.263158 0 

73 95 94 93 1.052632 2.10526316 

74 148 143 148 3.378378 0 

75 267 264 266 1.123596 0.37453184 

76 80 75 79 6.25 1.25 

77 118 118 118 0 0 

78 142 140 140 1.408451 1.4084507 

79 65 65 63 0 3.07692308 

80 117 115 115 1.709402 1.70940171 

81 91 89 85 2.197802 6.59340659 

82 98 96 95 2.040816 3.06122449 

83 80 78 78 2.5 2.5 

84 129 126 129 2.325581 0 

85 105 101 101 3.809524 3.80952381 
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Image No. 

Total 
 
Words Tesseract OCR Google API 

Error rate 
 Tesseract 

Error Rate 
 Google OCR 

86 81 78 80 3.703704 1.2345679 

87 58 54 58 6.896552 0 

88 169 168 168 0.591716 0.59171598 

89 85 82 85 3.529412 0 

90 151 149 145 1.324503 3.97350993 

91 174 171 172 1.724138 1.14942529 

92 137 132 137 3.649635 0 

93 188 185 188 1.595745 0 

94 57 53 56 7.017544 1.75438596 

95 115 112 113 2.608696 1.73913043 

96 25 25 25 0 0 

97 311 310 311 0.321543 0 

98 85 83 82 2.352941 3.52941176 

99 210 209 210 0.47619 0 

100 56 54 56 3.571429 0 
 

4. Conclusion 
In conclusion, we presented a methodology for the recognition of Punjabi newspapers. We have used the Mask 
RCNN model for detecting the layout of Punjabi newspapers. We have presented techniques for image 
enhancements of Punjabi newspaper segments. The study paper also provides a thorough comparison investigation 
of Tesseract OCR and Google API in extracting text from Punjabi newspaper photos, focusing on their precision 
and dependability. Although OCR algorithms have historically struggled with non-standard typefaces and 
linguistic complexities, Tesseract OCR shows strong performance by reaching high accuracy rates across the 
sample. Google API demonstrates high accuracy in certain situations; however, it could result in extra expenses 
and dependence on cloud services. The results have important significance for researchers working on digitizing 
Punjabi newspapers. This offer useful insights into the effectiveness of OCR technology and can help guide future 
research efforts to improve OCR performance for complicated scripts such as Punjabi.  
There are also some shortcomings in the research process of this paper, which are worthy of further study. For 
example, we focused solely on comparing the performance of two OCR solutions, Tesseract and Google API. 
Including additional OCR solutions in the comparison could provide a more comprehensive understanding of 
OCR performance. The evaluation focused specifically on the recognition of Punjabi text. While this is important 
for the context of the study, the performance of OCR solutions may vary for other languages and scripts. 
Generalizing the findings beyond Punjabi may require further investigation.    
Future research might look into the performance of other OCR methods, broaden the dataset to include more 
diverse newspaper layouts and content and use more subtle evaluation measures to capture finer nuances of OCR 
accuracy. Furthermore,  initiatives to automate  image enhancement procedures and address cost concerns 
connected with cloud-based OCR solutions may improve the feasibility and accessibility of OCR technology for 
digitizing historical writings in a variety of languages 
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