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1. INTRODUCTION 

 

Poor air quality is one of the most serious environmental problems in urban areas around the world especially in 

developing countries. The air pollution problem has received whose attention during the last decades whereby 

there has been a signification increases in public awareness of potential dangers caused by chemical pollutants 

and their effects on both human being and the environment. Air pollution is defined as the presence of one or 

more contaminants in the atmosphere in such quantity and for such duration as it is injurious or tends to be 

injurious to human health or welfare, animal or plant life. It can also be defined as the contamination of air by 

the discharge of harmful substances. There are various constituents of air pollution. These constituents are called 

air pollutants. Freeman [1] described methods for valuation of environment resources including air pollution. 

Bao and Wan [2] used hedonic regression method to analyze factors which determine the house prices. Diewert 
and Shimizu [4] used hedonic regression models for Tokyo condominium sales. Zabel and Kiel [6] valued air 

quality on four cities of US. A hedonic model is developed by Rogat Jorge [13] for the valuation of improved air 

quality in Santiago De Chile. Several authors like [8, 11 and 14] used hedonic method for the valuation of 

environment resources. In India, pollution control board measures NO2, SO2 and Particulate Matter (PM10) as 

air pollutants. Out of these three, PM10 is more dangerous as its size is very small. Time series analysis can help 

the authority to formulate policy for curbing of PM10. 

 

2. METHODOLOGY 

 

In multiple linear regression, we have one dependent variable and more than one independent variables. The 

methodology of multiple linear regression is explained in this section. 
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Abstract 

 

Time series analysis can be used to quantitatively explain and predict air pollutants. This technique offers 
the possibility of formulating policy to tackle problem of air pollution. This paper intends to develop time 

series model for air pollutant Particulate Matter (PM10) for Sector-1 industrial area of Noida city in 

National Capital Region (NCR) of India using multiple linear regression.  
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Consider the equation -  

  0 1 1 2 2 .... m mY X X Xα α α α ε= + + + +       (1) 

where � is dependent variable, ��,��,……,�� are explanatory (independent) variables, also called regressors or 

predictors and � denotes the random error term. The above equation represents a linear regression model 

because the parameters 0 1 2
, , ,....

m
α α α α  occurring in this equation are linear in nature. Let

1 2( , ,......, )mX X X X= . Here we make following assumptions: 

1. Error is normally distributed. 

2. Error term has zero mean 

3. All the predictors j
X ’s, where j = 1,2,….m and � are uncorrelated i.e. we have Cov(�, �) = 0 

4. X is nonrandom variable with finite variance 
5. None of the predictor variable has perfect correlation with any other predictor variable or with linear 

combination of the other predictors i.e. there exists no exact linear relationship between the independent 

variables j
X ’s,   	 = 1,2, … �. 

The values of parameters 0 1 2
, , ,....

m
α α α α are here estimated using ordinary least square method.  

The total variability in dependent variable Y can be divided into two parts viz explained variability and 

unexplained variability.  

The explained variability is also called sum of squares due to regression (SSR) and is given by: 

2

1

ˆ( )
n

i

i

SSR y y
=

= −∑          (2) 

The unexplained is also called sum of squares due to error (SSE) and is given by: 

2

1

ˆ( )
n

i

i

SSE y y
=

= −∑           (3) 

Therefore the total variability (SST) in Y is given by: 

SST SSR SSE= +          (4) 

The coefficient of determination is denoted by R
2
. It evaluates the goodness of the fitted model

 
and is given by: 

2 SSR SST SSE
R

SST SST

−
= =          (5) 

2 ( )
1

( )

SSE
R

SST
∴ = −           (6) 

It is evident that the value of R2 lies between 0 and 1 i.e. 
20 1R≤ ≤  

When SSR is closed to SST then value of R2 will be closed to 1. It means that the regression explains most of 

the variability in Y and the fitted model is good. When SSE is closed to SST then value of R
2
 will be closed to 0. 

It means that regression does not explain much variability in Y and the fitted model is not good. The value of R
2
 

increases whenever an explanatory variable is added to the model. This increase is regardless of the contribution 

of newly added explanatory variable. Therefore value of R
2
 may be misleading and so an adjusted value of R

2
 is 

defined. It is called adjusted R
2
 and is given by: 

2 / ( 1)
1

/ ( 1)
adj

SSE n m
R

SST n

− −
= −

−
        (7) 

where m is total number of explanatory variables. 

Standard error of the estimate is given by: 

1
YX

SSE
S

n m
=

− −
          (8) 
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3. METHOD OF TIME SERIES ANALYSIS 

 
Time series analysis is done using multiple linear regression defined as: 

 ( )11 1, , ,n nnA f A A A
−+

…=
   

                                          (9) 

where 
1 ,, nA A…  are the inputs and 

1nA
+

 is the output. 

Here the function f is formulated using the multiple linear regression method. 

Three consecutive data points are fetched as input and fourth data point is taken as output. 

 

3.1 Data Description: 

State Pollution Control Board of U.P. monitors data of three components of Air Pollution viz PM10, SO2 and 

NO2 and publishes the same on their website for different cities of U.P. state.  PM10 for Noida city is being 

measured at Industrial Areas of Sector 1 and Sector 6 of the city. This has been above critical level for past few 

years. Increase in level of PM10 will further deteriorate the air quality of Noida city. PM10 data from Jan’2014 

to Nov’2015 for Noida Sector 1 Industrial Area has been considered for analysis. Below in figure 1 is a snapshot 

of data: 

 

 
 
 

Figure 1: Value of PM10 for Noida Sector 1 Industrial Area 

 

3.2 Regression Model: 

Linear regression model for Noida Sector 1 Industrial Area is formulated using IBM SPSS software. Total 134 

data points are taken for Sector 1. These data points are grouped together into 132 groups. Each group contains 

4 data points. First 3 data points for PM10 have been considered as input data and 4
th

 in this series has been 

considered as output data. Again 3 data points, excluding the first data point, are considered as input and next 

data point as output. The first 3 data points are labeled as PM_1, PM_2 and PM_3, while the output data point is 

labeled as Output_PM10. Time series model has been generated as follows: 

 
Table 1: Model Summary 

 

Model R R Square Adjusted R 

Square 

Std. Error of 

the Estimate 

Durbin-Watson 

1 .407
a
 .166 .146 15.463 1.984 

a. Predictors: (Constant), PM10_3, PM10_1, PM10_2 
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b. Dependent Variable: Output_PM10 

 

Table 1 shows that the independent variables explain 40.7% of the variability. 

The result of ANOVA is shown in table 2. 

 

Table 2: ANOVA 

 

Model Sum of Squares df Mean Square F Sig. 

1 Regression 6076.892 3 2025.631 8.472 .000
b
 

Residual 30603.494 128 239.090     

Total 36680.386 131       

a. Dependent Variable: Output_PM10 

b. Predictors: (Constant), PM10_3, PM10_1, PM10_2 

The p value is 0.000 which shows that the model is significant. 

 

Table 3 shows the t-test results and gives the coefficient of regression equation: 

 

Table 3: Coefficients
a 

 

Model 

Unstandardized 

Coefficients 

Standardized 

Coefficients 

t Sig. 

95.0% Confidence 

Interval for B 

B 

Std. 

Error Beta 

Lower 

Bound 

Upper 

Bound 

1 (Constant) 77.148 14.236   5.419 .000 48.979 105.317 

PM10_1 -.066 .088 -.066 -.751 .454 -.242 .109 

PM10_2 .101 .094 .100 1.072 .286 -.085 .286 

PM10_3 .372 .088 .371 4.217 .000 .198 .547 

a. Dependent Variable: Output_PM10 

 
Based on table 3, the regression model is given as: 

Output_PM10 = 77.148 – 0.066 * PM_1 + 0.101 * PM_2 + 0.372 * PM_3    (10) 

 

 
 

Figure 2: Real and Predicted Value of PM10 
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Figure 2 above shows the chart of real and predicted value of PM10. 

 

4. CONCLUSION 
 

Time series analysis is conducted for the value of Particulate Matter (PM10) for Sector 1 industrial area of Noida 

city in NCR of India. Multiple linear regression is used for this purpose. The total data points taken are 134 

which are grouped in 132 numbers of groups. The independent variables explained 40.7% of variability. In 

previous study of the author [7] on Bulandshahr Industrial Area of Ghaziabad city of NCR, multiple linear 

regression method is used for time series analysis of PM10. The total data points taken were 69 which were 

grouped in 66 numbers of groups. There the independent variables explained 54.8% of variability. The non-

linearity in data can be addressed if logarithmic values of independent variables are considered.  Also, neural 

network method can be used to conduct time series analysis.    
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