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Abstract:

In this paper we focus on a polynomial order even penalty function for solving a fuzzy linear programming
problem and develop an algorithm which gives a better rate of convergence to achieve the optimal solution
to the problem in hand. Some numerical examples are included to exhibit the efficiency of the new
algorithmic procedure developed by us.
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1. INTRODUCTION

The Penalty method is an alternative method to solve the fuzzy linear programming problem. In fact the Penalty
method is a procedure for approximating constrained optimization problems by unconstrained problems by
adding to the objective function a term that prescribes a high cost for violation of the constraints. Wright [17],
Zboon et al. [19] and Parwadi et al. [13] give high cost to infeasible points in their works. Associated with this
method is a parameter o or § that determines the penalty, hence, consequently the degree to which the
unconstrained problem approximates the original constrained problem.

2. PRELIMINARIES

The fuzzy set theory has been useful to many disciplines such as control theory and management sciences,
mathematical modeling. Real-world decision making problems are often uncertain (or) vague in some ways. In
1965, Zadeh introduced the concept of fuzzy set theory while the concept of fuzzy linear programming at the
general level was first proposed by Tanaka and Asai [15].

2.1 Fuzzy Sets

A fuzzy set A is defined by A= {(x, Ha(x)): x€ A, ta(x)€[0,1] }. A pair (x, tu(x)), the first element x belongs to
the classical set A, and the second element £44(x) belongs to the interval [0, 1], called the membership function.

A fuzzy set can also be denoted by, A={u(x)/x: xe A, t(x)€ [0,1]}. Here the symbol ‘/ does not represent the
division sign. It indicates that the top number £4(x) is the membership value of the element x on the bottom.
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2.2FUZZY NUMBERS

Definition
Dubois. D and Prade. H [21] introduced the notion of fuzzy numbers. A fuzzy subset A of the real line R with
membership function pz: R = [0,1] is called a fuzzy number if

i  Aisnormal, (i.e.) there exists an element x, such that pz(x,) = 1.

ii. Ais fuzzy convex, (i.e.)

uildxy + (1 = Dxy] = pug e ) Apg(x,), x4, x, € R, VA € [0,1]
iii.  pg is upper continuous, and
iv.  supp 4is bounded, where supp 4 = {x € R: pz(x) > 0}.

2.2.1 Generalized Fuzzy Number
Any fuzzy subset of the real line R, whose membership function satisfies the following conditions, is a
generalized fuzzy number

i.  uz(x) is a continuous mapping from R to [0, 1],

ii. pz(x) =0,—0 <x <a,

iii. pz(x) = L(x) is strictly increasing on [a,, a,],

iv. uz(x) =1,a,<x<a,,

v. pz(x) = R(x) is strictly decreasing on [as, a,],

vi. pz(x) =0,a, < x < oo,
where a,,a,,as, a, are real numbers.
There are different fuzzy numbers. In the present research, the researchers have confined themselves only to the
triangular fuzzy number and the trapezoidal fuzzy number.

2.3 Triangular Fuzzy Number
The fuzzy set A = (a4, a,, a3) where a; < a, < a; and defined on R, is called the triangular fuzzy number if
membership function of 4 is given by

X —aq
ap<x=<a
a; —ap
(¥) =4 a3 —x
pa) = = a, <x<az
az — a;
0, otherwise
A
1)
1
al az a3

Triangular fuzzy number A = (a,, as, az)

2.4 Operations on Fuzzy Numbers
Though different methods are available for the operation of fuzzy numbers, the function principle and the
extension principle are used for the operation of fuzzy numbers in the present paper.

2.4.1. Function Principle
The function principle was introduced by Hsieh and Chen [10] to treat fuzzy arithmetical operations. This
principle is used for the operation of addition, multiplication, subtraction ,and division of fuzzy numbers.
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Suppose 4 = (ay,a,,a3) and B = (by, by, b3) be two triangular fuzzy numbers. Then
i. The addition of A and B is

A+B = (a, + by, a, + by, a3 + b;) where a,,ay, as, by, b,, by are real numbers.
ii. The product of A and B is

A x B = (cy,c,, c3) where T={a, b, a,bs,azb;,azb;}

¢, =min T, ¢, = ayb,, c;=max T

If a,, a,, as, by, b,, b are all non zero positive real numbers, then

A x B = (a,by,a,b,,asb).
iii. B = (=b;, —b,, —b,) then the subtraction of B from 4 is
= (a; — bs,a, — b,,a; — b;) where ay, a,, as, by, b,, b, are real numbers.
1'=1/b;,1/b,,1/b; where by, b,, bs are all non zero real numbers then

y A/B = (a,/bs,a,/b,, a3/b;)
V. Let ac R, then aA =(aay,aa,, aaz) if a =0,
=(aaz aayaa;) ifa < 0.

u:m-:m

- B
iv. =B-

2.5. Defuzzification

Defuzzification is the process of transforming fuzzy values to crisp values. Defuzzification methods have been
widely studied for some years and are applied to fuzzy systems. The major idea behind these methods was to
obtain a typical value from a given set according to some specified characters. Defuzzification method provides
a correspondence from the set of all fuzzy sets into the set of all real numbers.

2.5.1. Graded Mean Integration Representation Method

Hsieh and Chen [10] introduced the Graded Mean Integration Representation Method based on the integral
value of graded mean h-level of generalized fuzzy number for defuzzifying the generalized fuzzy number.

v

131 L [ll e} a3

The graded mean /-level value of generalized fuzzy number A

Let A = (a,, a,,as,a,) .z be a generalized fuzzy number with left reference function L and right reference
function R. Let L' and R™' be the inverse functions of L and R respectively and the graded mean A-level value

of generalized fuzzy number 4 = (a,, a,, as, a,) LRIS— " [L71(R) + R~1(h)] then the graded mean integration
representation of A is p(4) where
h[L=Y(h)+R~1(h)]dh

p(4) = T with0 <h < 1.

By the above formula, the graded mean integration representation of triangular fuzzy number
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A = (a;,a,,a3) is given by

=~ a,+4az+a
p(A)= 1 62 3.

2.5.2. Median Rule

One way of transforming a fuzzy set into a real number is characterized by choosing the median that divides the
area under the membership function into two equal parts (median rule). If A = (a,, a,, a,) is a triangular fuzzy
number, then by the median rule the defuzzified value of 4 is given by
a4+ 2a,+ag
p(A) =

2.6 Fuzzy Linear Programming Problem

Consider the following fuzzy linear programming problem:

Maximum (or Minimum) z = ¢x

Constraints of the form

Ax(£,=,2)b; , j=12,...m

and the nonnegative conditions of the fuzzy variables > (0,0,0) where é7 =(¢,,...,¢,) is an n-dimensional
constant vector, A € R™" ¥ =(X) , i=1,2,..,n and Ej are non-negative fuzzy variable vectors such that X; and

EjE F(R)forall 1<i<n,1<j<m,iscalled a fuzzy linear programming (FLP) problem.

2.7. Feasible solution: We say that vector ¥ € F(R)"is a feasible solution if and only if ¥ satisfies the
constraints of the problem.

2.8. Optimal Solution: A feasible solution £* is an optimal solution if for all feasible solution X , we have
éX* = CX.

2.9. Fuzzy basic feasible solution: Here we describe fuzzy basic solution (FBFS) for the FLP problems which
established by Nezam et al. [22] for the FVLP problem .Consider the system AX = b and % = 0. Let A=[a;lnxn-
Assume that rank(A)=m. Partition A as [B N] where B is nonsingular. It is obvious that rank (B)=m. Let y; be
the solution to B,= a;. It is apparent that the basic solution Xp = (9?31, Xy e )?Bm)T =B"'h, Xy=0isa
solution of A% = b. We call &, accordingly partitioned as (¥5%%)7, a fuzzy basic solution corresponding to the
basis B. If % > 0, then the fuzzy basic solution is feasible and the corresponding fuzzy objective value is

Z = CgXp, where €5 = (Cp,, -, Cp,,). Now corresponding to every fuzzy non basic variable %;,1 < j < n,j #
B, and i=1, ..., m, define z; = cpy; = cygB~'q;). If X5 > 0, then % is called non degenerate fuzzy basic
feasible solution.

3. MAIN RESULTS

Consider the problem Minimize z = ¢x
Subject to Mx; = Nj,j = 1,2.

where M € R™",¢,x € R",N € R™,¢ = (cy,¢,¢5), N = (nyny, 1y ) (1)

Without loss of generality, assume that M has full rank m. The notation ~ denotes the fuzzy quantity described a
triangular fuzzy number.

Assume that the problem (1) has at least one feasible solution.

For any scalar, § > 0 we define the polynomial penalty function §(x, §) for the fuzzy linear programming
problem.

3.1 Polynomial Penalty Method
Consider the polynomial penalty function (x, §) for the fuzzy linear programming problem (1).

7 (x 5):R"—>Rbyﬁ(x,6)=5x+62§"=1(ij—IVj)ﬂ, @)
where f > 0 is an even number. Here M; and N; denote the rows of the matrices M and N respectively. The

positive even number S is chosen to ensure that the function (2) is convex. Hence $(x, §) has a global
minimum, where § is the penalty parameter and § > 0 is an even number because the positive even number f3
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is selected so that the function (2) remains convex. The Polynomial Penalty Method uses the ordinary

Lagrangian function to change the constraints M;x — IVJ, (=1, 2,...,m) and replace them by (M;x — IVJ) B .
The Polynomial Penalty Method for solving a sequence of the form

Minimize p(x, §%)

subject to x < 0,

k
where 8% is a rational penalty parameter sequence, satisfying 0 < §% < §%*1 for all k, §% — oo, Let { 0 } be an

k
increasing sequence of positive penalty parameters such that & — oo as k — co.

(a) {5 xk } is non decreasing.

(b) {Zﬁl(ijk — IV;)} B is non-inccreasing.

_ k
(c) P(x¥, 0 ) isnon-decreasing.

3.2 Algorithm:
Given that Mx; = Ivj-,x > 0,6 > 0, the number of iteration /.
1. Write min z = éx, Mx; < Nj,x; = 0,j = 1,2,
2. Convert the Lagrangian polynomial penalty function of the form

pl) = [Mx; - N})F,j = 1,2
where ﬁ is an even number, to

p(x,8) = éx + §[Mx; — N;]P.
3. The problem can be changed into the standard form of unconstrained problems

Minp(x, §) = éx + 8§[Mx; — N;]%.

4. Applying the first order necessary condition for optimality, taking the limit § — oo we get the optimal value
of the given fuzzy linear programming problem.
5. Compute p(x*, §%) = min,., p(x, %), then minimize x* & § = 10,k = 1,2, ...,k=I then stop.
Otherwise go to the step 5.

4. NUMERICAL EXAMPLE

Problem 4.1:

Consider the problem

Minimize z = (3,4,5)x; + (2,3,4)x,
2x; +3x, 2 (5,6,7)

4x; +x, 2 (34,5, x, 2 0,j = 1,2.

Solution:

Let Minimize z = (3,4,5)x; + (2,3,4)x;

—2x; —3x, < —(5,6,7)

—4x; —x; < —(3,4,5),x, 2 0,j = 1,2.

p(x) = [-2x; —3x, + (5,6,7)]? + [—4x; — x, + (3,4,5)]%,

px,8) = (3,4,5)x; + (2,3,4)x, + 8[—2x; — 3x, + (5,6,7)] + 6[—4x; — x, + (3,4,5)]%,
The problem can be changed into the standard form of unconstrained problems

Min p(x, 8§) = (3,4,5)x; + (2,3,4)x, + §[—2x; — 3x, + (5,6,7)%] + 6[—4x, — x, + (3,4,5)]%,

Applying the first order necessary condition for optimality, the derivatives of p(x, §)with respect to X, and X,
respectively give as follows

WD — 406x; + 208, — 5(44,56,68) + (=5,~4,~3), 3)
1
LD = 206x, + 208, — 5(36,44,52) + (2,3,4) @)

2
On solving (3) and (4) we get,

_(81216)  (=3,-1,1) (283236) (=7,-13)
170 206 ' 2T 20 206
Taking the limit § — oo we get ,

. 8,12,16 (-3,-1,1) 8,12,16
Xy = limgo, : 20 '+ 200 ( 20 )’
445 Bulletin of Pure and Applied Sciences

Vol. 38E (Math & Stat.) No.1/January- June 2019



A. Nagoor Gani, R. Yogarani

(28,32,36) (-7,-1,3) _ (28,32,36)

x, = lim

S50

20 206 20

When we look at the few iterations of the optimal of the problems are given as follows:

The table below shows that the value of x, (&) and x, (O )for a sequence of parameters. We see that
X = (x,(8), x,(8)) exhibits a linear rate of convergence to the optimal solution.

Table 1:
No. 5k X, X,
1 10 | (0.385,0.595,0.805) (1.365,1.595,1.815)
2 10° | (0.3985,0.5995,0.8005) (1.3965,1.5995,1.8015)
3 10° | (0.39985,0.59995,0.80005) (1.39965,1.59995,1.80015)
4 10" | (0.399985,0.599995,0.800005) (1.399965,1.599995,1.800015)
5 10° | (0.3999985,0.5999995,0.8000005) (1.3999965,1.5999995,1.8000015)
6 10° | (0.39999985,0.59999995,0.80000005) (1.39999965,1.59999995,1.80000015)
7 107 | (0.399999985,0.599999995,0.800000005) (1.399999965,1.599999995,1.800000015)
8 10° | (0.399999999,0.600000000,0.800000000) (1.399999997,1.600000000,1.800000002)
9 10” | (0.400000000,0.6,000000000.800000000) (1.400000000,1.600000000,1.800000000)

Therefore X = [(0.4,0.6,0.8), (1.4,1.6,1.8)] is the solution and the minimum value of the function is
= (472,11.2).

Problem 4.2:

Consider the problem

Minimize z = (0.3,0.4,0.5)x; + (0.4,0.5,0.6)x,
0.3x; + 0.1x, = (2.6,2.7,2.8),

0.5x;, + 0.5x, = (5,6,7),

x=0,j=12

Solution:

Let Minimize z = (0.3,0.4,0.5)x; + (0.4,0.5,0.6)x,
—0.3x; — 0.1x, < —(2.6,2.7,2.8),

0.5x; + 0.5x, = (5,6,7).

p(x) = [-0.3x; — 0.1x, + (2.6,2.7,2.8)]? + [0.5x; + 0.5x, — (5,6,7)]2

p(x, &) = (0.3,0.4,0.5)x; + (0.4,0.5,0.6)x, + §[—0.3x; — 0.1x, + (2.6,2.7,2.8)]?
+8[0.5x, + 0.5x, — (5,6,7)]?

The problem can be changed into the standard form of unconstrained problems

Min $(x,8) = (0.3,0.4,0.5)x; + (0.4,0.5,0.6)x, + 6[—0.3x; — 0.1x, + (2.6,2.7,2.8)]?
+68[0.5x, + 0.5x, — (5,6,7)]?

Applying the first order necessary condition for optimality, the derivatives of P (x, 0) with respect to X, and

X, respectively give as follows

ap(x,8) _

X1
0.688x, + 0.568x, — 5(6.56,7.62,8.68) + (0.3,0.4,0.5), (5)
WD _ 0 566x, + 0.58x, — 5(5.52,6.54,7.56) + (0.4,0.5,0.6). 6)

X2
Solving (5) and (6) we get,
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_ (544,5.10,4.76)  (1.156,1.224,1.292)
0.68

X, =

0.686 B

Taking the limit § — oo we get ,

x; = lim

_ (0.08,0.18,0.28)  (0.104,0.116,0.128)

0.04 0.046

(5.44,5.104.76)  (1.156,1.224,1.292) _ (5.44,5.10,4.76)

Fa 0.68 0.685 068
_ i (0080.180.28) _ (0.1040:1160.128) _ (0.08,0.18,0.28)
Y2 = 500 0.04 0.045 = 0.04

When we look at the few iterations of the optimal of the problems they are given as follows:

The following table shows the value of x; () and x, ( d )for a sequence of parameters. We see that
X = (x,(8), x,(8)) exhibits a linear rate of convergence to the optimal solution.

Table 2:

No 5 X, X,

1 10 (7.17,7.68,8.19) (1.74,4.210,7.32)

2 | 107 (7.017,7.518,8.019) (1.974,4.471,7.032)

31 10° (7.0017,7.5018,8.0019) (1.9974,4.4971,7.0032)

4 | 10° (7.00017,7.50018,8.00019) (1.99974,4.49971,7.00032)

51 10° (7.000017,7.500018,8.000019) (1.999974,4.499971,7.000032)

6 | 10° (7.0000017,7.5000018,8.0000019) (1.9999974,4.4999971,7.0000032)

7 110 (7.00000017,7.50000018,8.00000019) (1.99999974,4.49999971,7.00000032)

8 | 10° [ (7.000000017,7.500000018,8.000000019) (1.999999974,4.499999971,7.000000032)
9 | 10° | (7.000000002,7.500000002,8.000000002) (1.999999997,4.499999997,7.0000000032)
10 [ 10™ | (7.000000000,7.500000000,8.000000000) (2.000000000,4.5000000000,7.0000000000)

Therefore X = [(7,7.5,8), (2,4.5,7)] is the solution and the minimum value of the function is
z = (2.9,5.25,8.2).

Problem 4.3:

Consider the problem

Minimize z = (2,3,4)x; + (7,8,9)x,
3x, + 4x, <(19,20,21),

Xy + 3x, =2 (11,12,13),

X520, =12

Solution:
Let Minimize z = (2,3,4)x; + (7,8,9)x,
3x; + 4x, <(19,20,21),

—x; — 3x, < —(11,12,13),

p(x) = [3x; + 4x, — (19,20,21)]% + [—x; — 3x, + (11,12,13)]?,

p(x,6) = (2,34)x, + (7,89)x, + 6[3x; +4x, —(19,20,21)]? + §[—x; — 3x, + (11,12,13)]?

The problem can be changed into the standard form of unconstrained problems

Min (x, §) = (2,3,4)x; + (7,8,9)x, + 8[3x; + 4x, — (19,20,21)]% + §[—x; — 3x, + (11,12,13)]?
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Applying the first order necessary condition for optimality, the derivatives of p(x, §)with respect to X, and X,
respectively give as follows
WD _ 208x, + 308x, — §(136,144,152) + (2,3,4), %)

X1
WD _ 306x, + 506x, — 5(218,232,246) + (7,8,9). 8)

Solving (7) and (8) and on taking the limit § — oo we get,
(52,48,44) N (22,18,14)  (52,48,44)

=T 20 208 20
_ o (280320360) '(60,70,80) _ (280,320,360)
Y2 = 504 100 1006 100

When we look at the few iterations of the optimal of the problems they given as follows:
The table below shows the value of x; (&) and x,(8) for a sequence of parameters. We see that
X = (x,(8),x,(8)) exhibits a linear rate of convergence to the optimal solution.

Table 3:
No. 51< X, X,
1 10 (2.27,2.49,2.710) (2.74,3.130,3.52)
2 | 107 (2.207,2.409,2.611) (2.794,3.1930,3.592)
3 | 10° (2.2007,2.4009,2.6011) (2.7994,3.19930,3.5992)
4 |10 (2.20007,2.40009,2.60011) (2.79994,3.199930,3.59992)
5 [10° (2.200007,2.400009,2.600011) (2.799994,3.1999930,3.599992)
6 | 10° (2.2000007,2.4000009,2.6000011) (2.7999994,3.19999930,3.5999992)
7 1107 (2.20000007,2.40000009,2.60000011) (2.79999994,3.199999930,3.59999992)
8 | 10° | (2.200000007,2.400000009,2.600000011) (2.799999994,3.1999999930,3.599999992)
9 | 10° | (2.200000001,2.400000001,2.6000000001) | (2.7999999994,3.19999999930,3.5999999992)

Therefore X = [(2.2,2.4,2.6), (2.8,3.2,3.6)] is the solution of the minimum value of the function is
z = (24.0,32.8,42.8).

5. CONCLUSION

In this paper our algorithm gives the better solution. The polynomial penalty function with the penalty terms in
even order for solving the fuzzy linear programming problem by using the proposed algorithm to obtain the
better optimal solution is discussed. The three tables for the three problems considered above show that
computational procedure for the algorithm developed by us when £ is an even number, gives a better the rate

of convergence to the optimal solution.
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